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	Smart(er) Internet Regulation is about applying better regulation principles to the internet.  The book addresses difficult-to-quantify policy objectives, such as protection of fundamental rights and the preservation of the internet ecosystem, and proposes a method to make trade-offs more explicit, and regulatory solutions better fit for purpose.


	“…a level-headed look at the costs and benefits that flow from internet regulation… Maxwell’s analysis of fundamental rights is enlightening.” (Martin Cave, Imperial College Business School, London)

	“…a checklist that should be used by anyone considering a new regulation affecting internet intermediaries.” (Nicolas Curien, French Audiovisual Regulatory Authority - CSA )

	“…a must-read for students of digital regulation.” (Maya Bacache, French Council of Economic Analysis -CAE)
“Maxwell has shown that cost-benefit analyses can bring clearer thinking to internet regulation.” (Marc Bourreau, Telecom ParisTech)

      

      
        
          Winston J. Maxwell

          
	Winston Maxwell is a partner in the international law firm Hogan Lovells, where he advises clients on digital regulation and data protection. Maxwell’s previous works include La Neutralité de l’Internet (Net Neutrality), written with Nicolas Curien (Editions La Découverte, 2011). Maxwell holds a JD degree from Cornell Law School and a PhD in economics from Telecom ParisTech.
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          Foreword

          Regulating Babel

        

        Olivier Bomsel

      

      
        
          
            And the whole earth was of one language and of one speech. And it came to pass, as they journeyed east, that they found a plain in the land of Shinar; and they dwelt there. And they said one to another: ‘Come, let us make brick, and burn them thoroughly.’ And they had brick for stone, and slime had they for mortar. And they said: ‘Come, let us build us a city, and a tower, with its top in heaven, and let us make us a name; lest we be scattered abroad upon the face of the whole earth.’

          

          
            And the LORD came down to see the city and the tower, which the children of men builded. And the LORD said: ‘Behold, they are one people, and they have all one language; and this is what they begin to do; and now nothing will be withholden from them, which they purpose to do. Come, let us go down, and there confound their language, that they may not understand one another’s speech.’

          

          
            So the LORD scattered them abroad from thence upon the face of all the earth; and they left off to build the city. Therefore was the name of it called Babel; because the LORD did there confound the language of all the earth; and from thence did the LORD scatter them abroad upon the face of all the earth. Genesis 11, 1-9

          

           This passage from Genesis is clear: a common language facilitates efficient division of labor and the invention of new technologies – cooking bricks, using slime as mortar. It permits creation of a name – a trademark - and efficiencies from economies of scale and agglomeration. But a problem arises: the common language proves harmful to social (or divine) order because, in this passage of the Bible, the Lord’s priority is to keep control over men and, in addition, for men to populate the earth. The Lord therefore destroys the common language and men are scattered abroad upon the face of the earth. The difference here between language and speech is essential. The language designates language’s function, i.e. the system of communication linking humans together. Speech designates the words which carry elements of meaning. Thus, the Lord did not destroy the system of language because He wants people to continue to hear His law. He simply “confounds” the system so that language and speech are understood only locally.

           In Genesis, the Lord does not just create men and their environment. He also acts as a regulator, measuring the effects on society of language and speech, and through His action on the communication system, He structures the organization and the beliefs of the world that He created.

           No one knows what history would have looked like if the universal language illustrated in the Tower of Babel story had survived. We know, however, that at the end of the 20th century, a new form of digital communication system – the internet – emerged and spread across the face of the earth. Men and women also have become more emancipated, acting as independent economic agents with fundamental rights. When considering those fundamental rights, the Lord’s regulatory actions at Babel seem radical, arbitrary, and disproportionate. It is at this point, I dare say, that Winston Maxwell’s book enters the story.

           The myth of Genesis already distinguished between language and speech. Later, Saussure makes the distinction between the “system” and the “phrase.” By “system,” Saussure means the method of communication – the language, writing norms, telegraph system, or telecommunications network. By “phrase,” Saussure means the individual elements of the system that carry meaning. From an economic standpoint, the system of communication is a tool facilitating both private transactions and communications that have broader social impact. The assyriologist Jean-Jacques Glassner found that of all the forms of writing found in the Sumerian civilization, 90% are management texts used for transactions, and only 10% are texts that have a broader social usage.1 Glassner’s statistic is the only indication we have on use patterns of communication systems based on ancient texts. If we extend this statistic to telecommunications, it suggests that telecommunications carry mostly transactional messages that contribute to the division of work among economic agents. This explains why, in a society heavily dependent on economic progress, the social impact of telecommunications is perceived as globally positive, and why our laws encourage telecommunications and technical intermediaries by giving them liability safe harbors for the content they carry. Liability is displaced away from the communication system, and focuses instead on the source of speech and phrases – what we now refer to as “content.” Under this regime, liability for the harms caused by child pornography, copyright infringement, invasion of privacy, incitement to commit a crime, lies with those who create the speech, the content, not with those who carry or store the content.

           Winston Maxwell’s book focuses on the harms caused by the words, images and sounds accessible via the internet. The problem he addresses is clear: because telecommunications networks – regulated by competition law and net neutrality – create positive effects for society, how should one regulate the externalities – positive and negative – that flow from the content accessible via these networks? How do we regulate meaning without violating individuals’ freedom of expression? How do we create a regulatory framework for technical intermediaries and users that minimizes socially undesirable effects while protecting fundamental rights, encouraging innovation and efficiency?

           Obviously, the problem is much more complex than the regulation of telecommunications. On the one hand, the internet generates multiple forms of undesirable effects that increase with the use of the network and are often linked to uses of the internet that are otherwise socially beneficial. On the other hand, the tools at the disposition of lawyers and economists to tolerate, incite or prohibit – in sum to internalize the negative externalities associated with “content” – are also numerous and more or less well adapted to the harms that need to be addressed. Finally, each society values differently the benefits and harms linked to a given right or practice, and deploys its own legal system to regulate persons, firms and markets.

           In this book, Maxwell proposes to measure the costs and benefits associated with regulatory interventions designed to deal with various kinds of internet harms. An important aspect of Maxwell’s methodology is to define precisely the relevant harms and the legal framework that accompany them, acknowledging that for each harm and regulatory intervention, both positive and negative effects can appear: The violation of privacy rights or the continued publication of harmful content create harms, but the broad availability of information on the internet, or the collection of information on consumer behavior, may also contribute to social welfare.

           Given governments’ political agendas, the divergence of interests at stake and the practical difficulty of regulating and enforcing rules on the internet, it is not certain that a rational methodology like the one proposed here can apply in practice. Divine regulation is easier to implement! But Maxwell leads us through a path of analysis that yields insight into the economic, legal and institutional questions that accompany the regulation of various forms of internet use. The reader will find here a useful roadmap of the basic concepts and legal principles associated with the regulation of harms on the internet.

        

        
          Notes

          1  Jean-Jacques Glassner, "Premières institutions de l'écrit", in Protocoles éditoriaux. Qu'est-ce que publier ?, under the direction of Olivier Bomsel, Paris, Armand Colin, 2013, page 43.
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          Designing an impact assessment for internet regulation

           This book addresses the question of how regulatory impact assessments should be conducted in the context of internet regulation, focusing in particular on cost-benefit analyses. What would a cost-benefit analysis look like for measures designed to protect citizens against harmful internet content? How can protection of fundamental rights and the internet ecosystem be integrated into a cost-benefit analysis?

           Considerable science has been devoted to regulatory cost-benefit analyses, particularly in the context of environmental, health and safety regulations in the United States. The OECD and the European Commission have likewise endorsed thoughtful cost-benefit analyses as a precondition for any new regulatory measures. And yet cost-benefit analyses are rarely if ever done for laws regulating internet risks. Why focus on internet regulation? Like environmental risks, digital risks can trigger overreaction by policymakers eager to show that they are doing something about a problem created or amplified by new technology. The problems are generally real, but policymakers almost never analyze the problems and the scope of possible solutions with scientific rigor. Why should they? Politicians and regulators are generally rewarded for creating new laws and regulations, not for doing nothing. Yet a rigorous cost-benefit analysis may show that doing nothing is better than regulating. Regulatory over-reaction occurred in the United States in connection with certain health, safety and environmental risks in the 1970s and 1980s. A number of scholars highlighted the huge discrepancies in costs of many of these well-meaning regulatory measures. Some measures saved many lives at little cost; others saved few lives at astronomical cost. The purpose of the cost-benefit analysis is to highlight these differences, so that regulators can make rational trade-offs.

           This book examines the most common form of internet risk – the risk of harmful content – and the most common form of internet regulation – regulations targeting internet intermediaries – and proposes a cost-benefit analysis for considering these risks and regulatory responses. The cost-benefit analysis is part of a broader impact assessment, the purpose of which is to increase the quality of regulatory measures. The quality increase would occur at several levels. First, the impact assessment will decrease the likelihood of parliaments and regulators rushing into regulatory solutions that are ill-adapted to the fast-moving internet ecosystem. The impact assessment would reduce the frequency of these errors by imposing more rigorous fact-finding, a more thoughtful definition of the outcome that the measure hopes to achieve, and ways to measure success. The assessment would require a systematic consideration of costs, including indirect costs that are largely ignored in impact assessments today.

           Second, the impact assessment will enhance regulatory quality by fostering competition and criticism between regulators and institutions. Systematic comparison and criticism based on a standard methodology would improve quality by permitting best practices to emerge. Today, measures are adopted in different “silos”. The silos are based on country (e.g. Italian measures versus French measures) or based on content policy (e.g. copyright infringement policy versus right to be forgotten policy). One measure may be adopted to limit access to child pornography, another adopted for illegal gambling, and another yet for online copyright infringement with little or no coordination between the three approaches, and little debate on which approaches are most effective. The methodology would permit comparison and learning across silos.

           Third, impact assessments would increase quality by enhancing a measure’s international legitimacy. If the methodology proposed in this book is recognized by international institutions such as the OECD and the European Commission, regulatory measures that emerge after a rigorous impact assessment would benefit from a favorable image internationally – a form of international quality label. The international quality label would signify that the country adopting the measure did its best to apply good regulation principles such as proportionality and respect for the internet ecosystem when adopting the measure. The impact assessment would presumably be available for public scrutiny, permitting international observers to verify that the methodology was applied correctly.

           The proposed methodology will not yield a single good answer for any policy problem, but will permit regulators to rank alternatives based on their relative impacts on factors that are important in the context of internet policymaking, including fundamental rights. The final decision on which regulatory option is best adapted to a given situation will in most cases remain political. The political decision may result in a choice that is not necessarily the optimal choice under the methodology. In that sense, the methodology is an input to the decision process rather than a decision rule of its own (Posner, 2000).

           Nevertheless, my hope is that a standard methodological benchmark will lead to measures that are more consistent, more proportionate, and easier to understand for stakeholders, and that the methodology will avoid policymakers exaggerating internet-related risks and reinventing the wheel each time a new internet regulation is put forward. The methodology would also permit Europe to propose a standard that would justify regulatory intervention in certain cases, while permitting Europe to distinguish its approach from that of other less democratic countries that use internet intermediaries as tools for censorship. Interfering with internet content is a form of non-neutrality. Once regulators start down the road of internet non-neutrality, it can be hard to stop the movement. A uniform methodology would help define limits, and distinguish European measures from measures implemented in other less democratic countries. A methodology would contribute to defining what is meant by the “open internet.”

           The main difficulty we will encounter is attempting to integrate fundamental rights into the cost-benefit analysis. Many of the benefits flowing from a content policy (promotion of culture, protection of privacy or human dignity) are hard to quantify, let alone convert into monetary units. Many of the indirect costs of using internet intermediaries as proxies to enforce content policies will also be hard to quantify: limitations on freedom to access information, threats to privacy, harm to the internet ecosystem. But as we will see, there are ways of approaching the problem of quantifying these hard-to-quantify values.

          Bringing smart telecommunications regulation to the internet

           Part of my career has been devoted to assisting telecom regulators in Europe justify the imposition of new regulatory measures on telecommunications operators. The task is difficult because the European directives on electronic communications impose a strict methodology that regulators must follow before they can propose new measures. Regulators must conduct a market analysis, identify one or more actors holding the dominant position, demonstrate that a market failure creates durable barriers to entry for competitors, that technological and market evolutions are not likely to cure the problem without regulatory intervention, and that competition law is not sufficient. Regulators must also show that the measure they propose is proportionate, causing the least intrusion possible while achieving the desired outcome. In some countries, regulators must present several alternatives and choose the one that is the least burdensome while still attaining the desired objective. The regulatory proposal must take into account the principles set forth in the Framework Directive1 on electronic communications: encourage competition, investment, respect for technology neutrality. Regulators must submit the proposed solution to public consultation and then to a special task force at the European Commission, which has the power to request changes and in some cases veto the measure. Finally, the measure must be reevaluated regularly to make sure it is still fit for purpose. Regulations that are no longer needed must be withdrawn.

           This methodology contrasts with the total lack of methodology for regulatory measures designed to limit access to content on the internet. Measures adopted to fight online copyright infringement, hate speech, child pornography, and privacy violations often involve internet intermediaries, including telecom operators. Yet those measures are adopted without the analytical rigor that applies to European telecommunications regulation or to health, safety and environmental regulation in the United States. The potential adverse effects of the proposed measures are not studied in detail. The impact assessments omit major considerations relating to effects on fundamental rights and adverse effects on the internet ecosystem. There is no peer review system, and no system to remove regulations that are no longer fit for purpose. If these measures were presented in a context of telecom regulation, many of them would fail the strict scrutiny imposed by the European directives.

           The study of telecommunications regulation and the literature surrounding cost-benefit analysis in the United States led me to the idea of this book. Would it be possible to take the analytical tools applicable to European telecommunication regulation and United States cost-benefit analyses and transpose those tools to the field of regulating access to internet content?

           The question of limiting access to content is more complex than telecommunication regulation because the objectives pursued by policymakers include protection of fundamental rights, protection of children, and national security. The objectives of telecommunication regulation consist principally of achieving effective competition. The question of access to illegal content on the internet is also more complex because of the number of different internet intermediaries involved. In addition to telecom operators, search engines, app stores, social media, advertising networks, and payment providers may be called on to assist in enforcing a given content policy. However, the complexity of the problem is all the more reason to use analytical tools. The European methodology for telecommunication regulation is not perfect, but it requires regulators to ask key questions before they act: does this market failure really require a regulatory response, or is the market likely to deal with the problem on its own? Is the regulatory measure we propose the least intrusive among the available alternatives? What are the potential side effects of our proposed measure on competition, innovation and investment? These questions must be seriously analyzed in any proposed regulation of telecommunications in Europe. Cost-benefit analysis in United States regulatory policy requires that policymakers precisely define the desired outcome and develop tools to measure the outcome. In this book I will show that the same questions (and others) should be asked and analyzed in the context of regulations designed to limit access to harmful content on the internet.

          The challenges of regulating access to content on the internet

           Publishers of content and services on the internet are often located beyond the reach of national courts and police. Because the publishers are beyond reach, lawmakers and courts tend to look to internet intermediaries located within national borders as proxies to help apply content rules (Noam, 2006; Lichtman & Posner, 2004; Lescure, 2013). The internet intermediaries may be ISPs, payment providers, search engines, social media, app stores, domain name registries, browser publishers, or advertising networks (OECD, 2011).

           To illustrate the difficulty facing regulators, let us use the example of hate speech: French law prohibits content that promotes racial hatred or anti-Semitism. In the United States, many forms of hate speech are protected by the First Amendment of the United States Constitution. Hate content that is published on a website based in the United States is instantly accessible by citizens of France. French victims of hate speech can bring an action before French courts and then try to obtain enforcement of the action in the United States. However, enforcement of a French judgment in the United States will be long and costly, and a United States court will not necessarily enforce a French decision that potentially interferes with United States constitutional principles. Even if a United States court were to grant enforcement, the publisher of the content could easily move to another country and start its website again.

           As this example shows, going after the source of the offending content is difficult and in some cases impossible. That leaves the option of seeking enforcement against technical intermediaries located in the country where the harm is caused. Take our example of the hate speech sites based in the United States. A number of options are available in order to make the hate speech sites less available to French citizens. Internet access providers in France could block access through various kinds of filtering. A search engine could make the site less visible on search results for French users. If the site collects payments from French users, payment providers could be called on to block payments. Browser software could be configured to make access to the site difficult. Advertising networks could be called on to block advertising. If the site uses a.fr domain name, the domain name could be seized in France.

           All of these techniques can potentially be used to limit French citizens’ access to an offshore hate speech site. However, all of these measures have potentially grave side effects. Technical filtering can block the targeted hate speech but can easily block other perfectly legal content. Filtering can create significant costs for internet intermediaries, can interfere with principles of net neutrality and threaten privacy. Moreover, many measures may prove ineffective, and/or encourage users to use encryption and dark networks to avoid detection, which creates other problems for law enforcement authorities.

           National regulators may even be tempted to make their blocking measure apply to the entire world. In Europe, individuals have the right to request search engines to remove certain harmful search results, even though the content revealed by the search is not illegal. Some European privacy regulators ask search engines to apply the blocking measure to search results worldwide, arguing that the victim is entitled to effective protection even if the search is conducted outside Europe. If applied to search results in the United States, the blocking measure would block content protected by the First Amendment of the United States Constitution. The measure would also set a precedent for other governments who may want to silence dissent by asking a major search engine to apply global censorship. Like a potent medicine, measures taken by internet intermediaries, whether on their own or under government constraint, can have dangerous side effects.

           The principles of the open internet and net neutrality prohibit interference with the free flow of content, applications and services on the internet. The open internet creates numerous economic and social benefits (OECD, 2016). Actions by internet intermediaries, whether government-imposed or voluntary, will necessarily affect the open internet. Interferences with the open internet are tolerated if they are part of “reasonable network management,” that is, if the measure is intended to address a legitimate objective, and the means used to attain the objective are proportionate (Sieradzki & Maxwell, 2008). Net neutrality so far applies only to ISPs, but its principles can in theory be extended to any kind of internet intermediary (ARCEP, 2012).

           Net neutrality has at least three objectives: to prevent anti-competitive conduct by last-mile ISPs, to protect freedom of expression and to protect the borderless and end-to-end character of the internet (Curien & Maxwell, 2011). Measures that erect gateways designed to protect national content rules on the internet constitute a serious threat to the open, global character of the internet. Advocates of net neutrality also fear that if democratic countries begin to impose non-neutrality to achieve content objectives, other less democratic countries will follow suit, with measures to enforce political censorship or religious doctrine (OECD, 2011).

          Current regulatory approaches are uncoordinated, with no guiding methodology

           Today many systems exist to enforce content rules on the internet, but they are developed on an ad hoc basis to deal with specific problems (Mann & Belzley, 2005).

           Courts, regulators and lawmakers adopt different approaches for online copyright infringement, illegal gambling, hate speech, child pornography, right to be forgotten, and terrorism cases. There lacks a reference methodology against which to measure these initiatives.

           To illustrate the point, below are examples of French measures adopted to address different content issues. These examples show the diversity of approaches used even within a single country.

          Right to be forgotten

           The right to be forgotten permits an individual to ask a search engine to remove certain search results that appear when someone conducts a search using the individual’s name. The underlying content is not illegal. If it were, the individual could ask for removal of the content at its source, using legal claims such as defamation or invasion of privacy. In the case of the right to be forgotten, the original content (e.g. a newspaper article) is legitimate, protected by law, and remains available on the internet. The individual simply wants the content to be less easy to find in search results because the content is old and harms the individual’s current life.

           The right to be forgotten flows from a court decision interpreting the broad provisions of the European Data Protection Directive 95/46/EC, and in particular the provisions that guaranty each individual a right to object to processing of his or her personal data.

           For the so-called “right to be forgotten,” the French data protection authority, the CNIL, has assumed the role of dispute resolution body in situations where claimants are not satisfied with the solution proposed by a search engine. In its dispute resolution capacity, the CNIL relies on the European Court of Justice’s decision in Google France vs. AEPD2 (the “Costeja” decision). The CNIL applies the principles of the Costeja decision to France’s Data Protection Act3, and then issues an individual decision ordering the search engine to remove a certain search result from searches made using the individual’s name. As indicated in the Costeja decision, the claimant’s right to be forgotten request must be balanced against the public’s right to have free access to information. If the relevant information is irrelevant, outdated and harmful to the individual, the CNIL would grant the request unless the public has a legitimate interest in having access to the information. This would be the case if the claimant were a public figure, for example. If the CNIL is satisfied that the balancing test comes out in favor of the claimant, the CNIL will order the search engine to remove the search results whenever an internet user conducts a search using the relevant individual’s name. The CNIL’s position is that the search engine should eliminate the search results from all searches worldwide, regardless of the country from which the search was initiated. The CNIL’s decision therefore would have extraterritorial effect, limiting the information that would be seen by an internet user in the United States, for example. In rendering its orders, the CNIL currently does not take into account in its balancing test the fact that the search engine’s action would likely impede access to content protected by the First Amendment of the United States Constitution. Similarly, the CNIL does not take into consideration in its balancing the precedential effect that a global order against the search engine could have for other countries who may also wish to apply their own content policies worldwide.

           The current “right to be forgotten” only applies to search engines. Other internet intermediaries are not affected. The publisher of the original content, and the hosting provider, are under no obligation to remove the relevant content because the content itself is not illegal. The right to be forgotten is therefore unique in that the objective sought is not to remove or block access to the original content, but instead to make the original content more difficult to find using certain search terms and a certain kind of internet intermediary.

          Online copyright infringement

           France was the first country in the world to adopt a regulatory framework for fighting online copyright infringement using the so-called “graduated response” approach. Under the HADOPI4 graduated response regime, right holder organizations collect IP addresses of suspected infringers using peer-to-peer networks. The evidence is then transmitted to the HADOPI regulatory authority, who then asks the internet access providers to communicate the names of the subscribers corresponding to the IP addresses. According to HADOPI’s activity report for 2013 – 2014, 12,265,004 identification requests were sent in total to the internet access providers. Once the HADOPI receives the names of the subscribers, HADOPI can take three steps. First, the HADOPI sends an initial e-mail to the relevant subscribers informing them of their duty to ensure that their internet access is not used for infringing purposes, and reminding the subscriber of the existence of legal online offers. According to its activity report for 2013 – 2014, the HADOPI has sent out 3,249,481 first warnings. Second, repeat infringers then receive a registered letter from the HADOPI stating that the subscriber has been identified again as the source of infringing content, and that if the conduct does not cease the HADOPI may transmit the file to the public prosecutor for sanctions, which may include suspension of internet access. According to the figures published by the HADOPI in 2014, 333,723 registered letters of this type have been sent. For subscribers that continue to show evidence of infringing activity, the HADOPI then selects, in the third step, the files to be reviewed and may ask the relevant subscriber to participate in a hearing. The HADOPI can send the files to the public prosecutor if infringement continues.

           In addition to relying on the HADOPI graduated response system, victims of copyright infringement have successfully obtained French court orders to block access to streaming sites. Finally, the French Minister of Culture has nudged the principal French internet advertising players to agree to refuse to purchase advertising space from internet sites that manifestly promote illegal copyright infringement.5 The list of the sites affected by this measure will be put together by an industry coordination committee based in part on a list provided by the French police authorities. The code of conduct does not provide for any sanction against advertisers that violate the code. The French Minister of Culture also hopes that a similar code will be signed shortly by banks and payment service providers. The code would prohibit payment service providers from knowingly providing service to sites that promote copyright infringement.

          Illegal online gambling

           France allows online gambling, but only with gambling service providers that have obtained a license. The licensing conditions are intended to protect individuals against the harms associated with addictive gambling, as well as to protect society against the development of organized crime around online gambling activities. The French regulations on online gambling are administered by a specialized regulatory authority called the ARJEL.6 French law gives the ARJEL authority to take measures to limit access by French users to unlicensed gambling sites. The ARJEL has authority to draw up lists of unlicensed gambling sites to which access should be blocked. The ARJEL then submits the list to a court in an ex parte proceeding. The court then issues an order requiring that French ISPs block access to the relevant sites by inserting an erroneous IP address for the site in the access provider’s local DNS server. The decree relating to ARJEL’s blocking authority specifically provides for DNS blocking.7

          Child pornography and terrorist propaganda

           For internet content involving either child pornography or incitement to commit terrorist acts, the French police authorities are able to send blocking requests directly to ISPs without first obtaining a judge’s approval.8 The police must first attempt to obtain removal of content at its source through a request to the publisher and hosting provider, but if unsuccessful after 24 hours, the police may direct their request to local ISPs. The decree relating to blocking of child pornography or terrorist sites does not specifically refer to DNS blocking.9 The decree says that ISPs should block access to addresses “by any appropriate means”, and redirect visitors toward a website of the French police. The law refers here to blocking “addresses”, not to blocking “sites” or “content”, which suggests that ISPs would use DNS blocking rather than other more intrusive forms of blocking such as deep packet inspection. The French government must reimburse ISPs for the cost associated with the blocking measures.

           To compensate for the fact that no judge is involved in blocking decisions, the law provides that a person named by the French data protection authority will receive copies of blocking requests and can issue recommendations to the police authorities, or ask a court to intervene. The law relating to child pornography and terrorist site blocking also authorizes the police to address removal requests to search engines and directories.

           In addition to these regulatory measures, many internet intermediaries apply self-regulatory measures to facilitate the reporting and blocking of child porn sites. This is done through an international reporting network called “INHOPE” (www.inhope.org).

          Hate speech

           French law prohibits content that incites racial hatred or anti-Semitism, as well as content that incites discrimination or hatred based on sex, sexual orientation or handicap. As for any illegal content, hosting providers must remove hate speech content promptly upon receiving notice, under the “notice and takedown” regime. Otherwise, victims may apply for blocking orders before courts. The court can then order internet access providers to block access to the relevant sites.

          French audiovisual policy

           Both French and European law impose “must carry” obligations on telecom operators (a term that...
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