Avant-propos et guide de lecture

En une vingtaine d'années, |’ apprentissage artificiel est devenu une branche majeure des mathématiques
appliquées, al’intersection des statistiques et de I'intelligence artificielle. Son objectif est de réaliser des
modéles qui apprennent « par I’exemple » : il s appuie sur des données numériques (résultats de mesures
ou de simulations), contrairement aux modeles « de connaissances » qui S appuient sur des équations
issues des premiers principes de la physique, de lachimie, delabiologie, del’ économie, etc. L’ apprentis-
sage statistique est d'une grande utilité lorsque I'on cherche a modéliser des processus complexes,
souvent non linéaires, pour lesquels les connai ssances théoriques sont trop imprécises pour permettre des
prédictions précises. Ses domaines d’ applications sont multiples : fouille de données, bio-informatique,
génie des procédés, aide au diagnostic médical, tél écommunications, interface cerveau-machines, et bien
d’autres.

Cet ouvrage refléte en partie I’évolution de cette discipline, depuis ses balbutiements au début des
années 1980, jusgu’ a sasituation actuelle ; il n’a pas du tout la prétention de faire un point, méme partiel,
sur I’ensemble des développements passés et actuels, mais plutbt d’insister sur les principes et sur les
méthodes éprouvés, dont les bases scientifiques sont slres. Dans un domaine sans cesse parcouru de
modes multiples et éphémeéres, il est utile, pour qui cherche a acquérir les connaissances et principes de
base, d'insister sur les aspects pérennes du domaine.

Cet ouvrage fait suite a Réseaux de neurones, méthodologies et applications, des mémes auteurs, paru
en 2000, reédité en 2004, chez le méme éditeur, puis publié en traduction anglaise chez Springer.
Consacré essentiellement aux réseaux de neurones et aux cartes auto-adaptatives, il alargement contribué
a populariser ces techniques et a convaincre leurs utilisateurs qu’il est possible d’ obtenir des résultats
remarquables, a condition de mettre en cauvre une méthodol ogie de conception rigoureuse, scientifique-
ment fondée, dans un domaine ol I’ empirisme a longtemps tenu lieu de méthode.

Tout en restant fidele al’ esprit de cet ouvrage, combinant fondements mathémati ques et méthodologie de
mise en cauvre, les auteurs ont élargi le champ de la présentation, afin de permettre au lecteur d’ aborder
d’autres méthodes d’ apprentissage statistique que celles qui sont directement décrites dans cet ouvrage.
En effet, les succes de I apprentissage dans un grand nombre de domaines ont poussé au dével oppement
de trés nombreuses variantes, souvent destinées a répondre efficacement aux exigences de telle ou telle
classe d’ applications. Toutes ces variantes ont néanmoins des bases théoriques et des aspects méthodol o-
giques communs, qu’il est important d’ avoir présents al’ esprit.

Leterme d’ apprentissage, comme celui de réseau de neurones, évoque évidemment | e fonctionnement du
cerveau. Il nefaut pourtant pas s’ attendre atrouver ici d’ explications sur les mécanismes de traitement des
informations dans les systémes nerveux ; ces derniers sont d’une grande complexité, résultant de
processus électriques et chimiques subtils, encore mal compris en dépit de la grande quantité de données
expérimentales disponibles. Si les méthodes d’ apprentissage stati stique peuvent étre d’ une grande utilité
pour créer des modéles empiriques de telle ou telle fonction réalisée par le systéme nerveux, celles qui
sont décrites dans cet ouvrage n’ ont aucunement la prétention d’imiter, méme vaguement, le fonctionne-
ment du cerveau. L’ apprentissage artificiel, notamment statistique, permettra-t-il un jour de donner aux
ordinateurs des capacités analogues a celles des étres humains ? Se rapprochera-t-on de cet objectif en
perfectionnant les techniques actuelles d apprentissage, ou bien des approches radicalement nouvelles
sont-elles indispensables ? Faut-il s'inspirer de ce que I’ on sait, ou croit savoir, sur le fonctionnement du
cerveau ? Ces questions font I’ objet de débats passionnés, et passionnants, au sein de la communauté
scientifique : on N’ en trouvera pas les réponsesici.
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Les objectifs de ce livre sont, plus modestement :

« de convaincre lesingénieurs, chercheurs, et décideurs, de I’ intérét et de la grande efficacité de |’ appren-
tissage statistique ;

* deleur permettre de le mettre en cauvre de maniére simple et raisonnée dans des applications.

Guide de lecture

Lavariété des motivations qui peuvent amener lelecteur aaborder cet ouvrage justifie sans doute un guide
de lecture. En effet, les applications de |’ apprentissage statistique ne nécessitent pas toutes la mise en
cauvre des mémes méthodes.

Le premier chapitre (« L' apprentissage statistique : pourquoi, comment ? ») constitue une présentation
générale des principes de | apprentissage statistique et des problémes fondamentaux a résoudre. A partir
d’ exemples académiques trés simples, |e lecteur est amené a découvrir les problemes que pose la concep-
tion de modéles par apprentissage. Ces problémes sont ensuite formalisés par la présentation de quelques
éléments de la théorie de I' apprentissage. La conception des modéles les plus simples —les modéles
linéaires en leurs paramétres — est décrite. Enfin, les différentes étapes de la conception d’ un modeéle par
apprentissage statistique sont détaillées: séection de variables, apprentissage, sélection de modéle, test
du modéle sélectionné.

Le chapitre 2 est entierement consacré aux réseaux de neurones, qui constituent une des familles de
modeles les plus utilisés. Les lecteurs qui s'intéressent a un probléme de modélisation statique liront ce
chapitre jusqu’a la section « Techniques et méthodol ogie de conception de modeles statiques (réseaux
non bouclés) » incluse. llstireront également profit de lalecture du chapitre 3 (« Compléments de métho-
dologie pour lamodélisation : réduction de dimension et validation de modéle par ré-échantillonnage »).

Les lecteurs qui se posent un probléme de modélisation dynamique liront le chapitre 2 en entier, le
chapitre 3 et le chapitre 4 (« Identification “neuronale” de systémes dynamiques commandés et réseaux
bouclés (récurrents) ». S'ils veulent utiliser ce modéle au sein d’ un dispositif de commande de processus,
ilsliront ensuite le chapitre 5 (« Apprentissage d’ une commande en boucle fermée »).

Les lecteurs qui s'intéressent a un probléme de classification supervisée (ou discrimination) liront le
chapitre 1, la section « Réseaux de neurones a apprentissage supervisé et discrimination » du chapitre 2,
puis le chapitres 3 (« Compléments de méthodologie pour la modélisation : réduction de dimension et
validation de modéle par ré-échantillonnage ») et surtout |e chapitre 6 (« Discrimination »), qui introduit,
de maniére originale, les machines a vecteurs supports.

Enfin, les lecteurs qui cherchent a résoudre un probléme qui reléve de |’ apprentissage non supervisé
passeront du chapitre 1 au chapitre 3, puis au chapitre 7 (« Cartes auto-organisatrices et classification
automatique »).
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CHAPITRE 2

CHAPITRE 3

CHAPITRE 4

Détail des contributions

Chapitres1 et 2 | Gérard Dreyfusest professeur al’ Ecole Supérieure de Physique et de Chimie Indus-
trielles (ESPCI-Paristech), et directeur du Laboratoire d’ Electronique de cet établis-
sement. 1l enseigne I’ apprentissage statistique a I’ESPCI, ainsi que dans plusieurs
masters et mastéres. Depuis 1988, il organise chaque année deux sessions de forma:
tion continue pour ingénieurs, consacrées a |’ apprentissage statistique et a ses appli-
cations industrielles et financiéres. Depuis 1982, les recherches de son laboratoire
sont entiérement consacrées ala modélisation et al’ apprentissage, pour I'ingénierie
et laneurobiologie.

ESPCI, Laboratoire d Electronique, 10 rue Vauquelin, F — 75005 Paris — France

Chapitre 3 Jean-Marc Martinez, ingénieur au Centre d’ Etudes de Saclay, effectue des recher-
ches dans le domaine des méthodes adaptées a la supervision de la simulation. I
enseigne les méthodes d’ apprentissage statistique &' INSTN de Saclay et & Evry en
collaboration avec le LSC, unité mixte CEA — Université.

DM2S/SFME Centre d’ Etudes de Saclay, 91191 Gif sur Y vette — France
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Chapitres4 et 5

Manuel Samuelides, professeur al’ Ecole Nationale Supérieure de I’ Aéronautique et
del’ Espace (Supagro), et chef du département de MathématiquesA ppliquées de cette
école, enseigne les probahilités, I'optimisation et les techniques probabilistes de
I" apprentissage et de |a reconnaissance des formes. | effectue des recherches sur les
applications des réseaux de neurones au Département de Traitement de |’ Information
et Modélisation de I’ ONERA.

Ecole Nationale Supérieuredel’ Aéronautique et del’ Espace, departement Mathémar
tiques Appliquées, 10 avenue Edouard Belin, BP 4032, 31055 Toulouse Cedex —
France

Chapitre 6

Mirta B. Gordon, physicienne et directrice de recherches au CNRS, est responsable
del’ équipe « Apprentissage: Modéles et Algorithmes » (AMA) au sein du laboratoire
TIMC-IMAG (Grenoble). Elle effectue des recherches sur la modélisation des
systémes complexes adaptatifs, et sur la théorie et les algorithmes d’ apprentissage.
Elle enseigne ces sujets dans différentes écoles doctorales.

Laboratoire TIMC — IMAG, Domaine de laMerci — Bét. Jean Roget, 38706 LaTranche
— France

Chapitre 7

Fouad Badran, professeur au CNAM (CEDRIC), y enseigne les réseaux de
NEeurones.

Mustapha L ebbah est maltre de conférences al’ université de Paris 13.

Laboratoire d’ Informatique Médicale et Bio-Informatique (LIMBIO), 74, rue Marcel
Cachin 93017 Bobigny Cedex — France

Sylvie Thiria est professeur al’ université de Versailles Saint-Quentin-en-Y velynes,
chercheur au LODYC (Laboratoire d’ Océanographie DY namique et de Climato-
logie). Elle effectue des recherches sur la modélisation neuronale et sur son applica
tion a des domaines comme la géophysique.

Laboratoire d’ Océanographie Dynamique et de Climatologie (LODY C), case 100,
Université Paris 6, 4 place Jussieu 75252 Paris cedex 05 — France






