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Que peuvent apprendre les psychologues des recherches et des découvertes de la neurobiologie contemporaine ? Quel est le rôle et quelles sont les limites de l’intelligence artificielle dans l’élaboration de modèles du fonctionnement mental et du fonctionnement neuronal ? En quoi les oppositions classiques cerveau droit/cerveau gauche cernent-elles mal la complexité du fonctionnement cérébral ? Comment les hommes et les femmes sans culture scientifique spécialisée se représentent-ils le rôle du cerveau dans la détermination de processus psychologiques ? Telles sont quelques-unes des questions auxquelles ont tenté de répondre des scientifiques francophones et anglophones à l’invitation de l’Association de Psychologie scientifique de Langue française.
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FIG. 1. — Schéma distinguant les traitements sensori-moteur et cognitif du système nerveux avec les compartiments mémoires de représentation et de disposition (schémas). Voir commentaires dans le texte. D’après J. Paillard, 1985.


 
 
Fig. 2, p. 36
 
[image: Illustration]
 
 
FIG. 2. — Représentation schématique de la destination et de l’origine laminaire des connexions afférentes et efférentes d’une colonne corticale. Les neurones pyramidaux qui sont à l’origine des principales voies de sorties de la colonne sont ici seuls représentés avec leurs projections dans les diverses structures corticales et sous-corticales : Striatum, Thalamus, Tronc cérébral et Moelle.
 
Les voies d’entrées sont essentiellement constituées par les informations spécifiques issues du thalamus projetant sur les couches 4 et 6 et par les influences non spécifiques modulatrices qui contrôlent la colonne à partir de sa couche superficielle. Les relations intercolonnaires s’exercent soit en feedback soit en feedforward par des voies associatives intrahémisphériques (Assoc.) ou par les voies callosales (Call.) entre les deux hémisphères. D’après J. Paillard, 1988.


 
 
Fig. 3, p. 45
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FIG. 3. — En haut : diagramme simplifié des circuits intervenant dans les contrôles de la motricité : Cx. assoc. : cortex associatifs ; G.B. : ganglions de la base ; cvt lat. : cervelet latéral ; Thal. VL : thalamus ventrolatéral ; Cx moteur : cortex moteur ; Cvt interm. : cervelet intermédiaire ; Mvt : mouvement. D’après Allen et Tsukahara, 1979. En bas : Thal : thalamus ; Cx limb. : cortex limbique ; Cx assoc. : cortex associatifs ; G.B. : ganglions de la base ; cvt lat. : cervelet latéral ; Cx moteur : cortex moteur ; cvt interm. : cervelet intermédiaire ; Mvt : mouvement. D’après J. Paillard, 1982.
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Avant-propos
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Je remercie, enfin, Agnès Pillon et Raymond Bruyer pour leur aide à la correction stylistique de l’un ou l’autre manuscrit.
 
 

 
Xavier SERON.

 
 
 


 


 
Introduction
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Unité de Neuropsychologie expérimentale de l’adulte
 Université de Louvain (Bruxelles)
 
 

 
 

 
 

 
 

 
 
Ces journées d’études « Psychologie et Cerveau » auraient pu, en fait auraient dû, être intitulées « Psychologie et Neurosciences ». On assiste en effet, depuis une quinzaine d’années, à l’émergence d’une activité scientifique pluridisciplinaire considérable dont les acteurs, quoique venus d’horizons extrêmement divers comme l’anatomie, la biophysique, la biochimie, la physiologie, la psychologie ou l’intelligence artificielle, se définissent moins par leur appartenance à une discipline spécifique que par l’objet de leurs recherches. Le pari à l’origine de la neurobiologie est simple : le cerveau, quelle que soit sa complexité, est un organe, il peut donc, comme n’importe quel tissu organique, faire l’objet de recherches menées au moyen des méthodes et des concepts habituellement en usage dans les sciences de la nature. Ce pari s’est révélé globalement payant et, en quinze ans, la neurobiologie a accompli des progrès tout à fait remarquables. L’explosion actuelle des neurosciences, la diversification de ses thèmes de recherches, le renouvellement permanent des techniques d’observation du fonctionnement cérébral, ne sont pas, selon le commentaire de Changeux, sans rappeler ce qui s’est passé en physique au début de ce siècle ou en biologie moléculaire autour des années cinquante (Changeux, 1983). Le premier objectif de notre réunion sera donc de sensibiliser les psychologues à cette accélération des recherches. L’enjeu est de taille puisqu’il s’agit, selon Hubel, de savoir si le cerveau peut comprendre le cerveau, de l’étage des micro-événements moléculaires à celui du fonctionnement intégré 
d’ensembles neurophysiologiques responsables des conduites les plus complexes (Hubel, 1979). Il est évident que si la psychologie doit définir, voire redéfinir son identité face à cette évolution des neurosciences, elle ne pourra le faire de manière adéquate qu’en appréciant correctement les enjeux théoriques des recherches actuelles en neurobiologie et les progrès méthodologiques qui ont tout à la fois précédé, accompagné et suivi cette évolution. Ces journées auront donc un premier objectif d’information. Ainsi, l’évolution des connaissances sur le fonctionnement du cerveau, de ses dimensions microbiologiques et biochimiques aux réseaux neurophysiologiques, sera évoquée au cours de ce colloque. Il y sera question des travaux sur le neurone et la transmission synaptique, on décrira également les profonds bouleversements que connaissent la neuro- et la psycho-pharmacologie, à la suite des travaux visant à l’identification des neurotransmetteurs, des neurorécepteurs, des neuropeptides et de leurs sites spécifiques d’action. Les recherches qui allient l’observation clinique à la génétique et à la neurochimie modifient progressivement les pratiques thérapeutiques en neurologie clinique, favorisent la renaissance de la psychiatrie biologique et s’attellent à la compréhension des conditions biologiques qui déterminent le vieillissement normal ou pathologique. A un niveau supérieur d’intégration, la structure neuroanatomique et le fonctionnement d’ensembles neuronaux plus vastes seront décrits dans leurs rapports au contrôle moteur et à la gestion de l’espace. Il sera aussi question des progrès de l’électrophysiologie et plus spécifiquement de l’apport du recueil d’indices électrophysiologiques précoces ou tardifs à notre compréhension d’activités cognitives privées et réputées complexes comme l’imagerie mentale. L’évocation de ces axes de recherches permettra aux neurophysiologistes d’évoquer de manière critique l’évolution de nos conceptions sur les représentations cérébrales à partir des découvertes récentes relatives à la plasticité cérébrale, à la multiplicité des représentations somatotopiques et à l’étude des réseaux neuronaux modulaires et distribués. Une place assez large sera en outre réservée à la neuropsychologie, compte tenu de sa position frontière entre les sciences psychologiques et les neurosciences. Le rôle critique de la pathologie cérébrale humaine chez l’adulte, mais aussi chez l’enfant, pour notre compréhension des structures et du développement cognitif sera souligné ; une attention particulière sera en outre accordée aux travaux de 
neuropsychologie humaine consacrés à l’étude des différences latérales chez le sujet normal.
 
Enfin, trois problématiques plus larges compléteront notre tour d’horizon, la première tentera de situer les apports de l’intelligence artificielle à l’étude du cerveau et des opérations mentales. Bien qu’un exposé de synthèse ait été réservé à cette discipline, sa position à certains égards centrale fait qu’elle apparaîtra sans doute déjà en filigrane dans plusieurs autres contributions. La deuxième envisagera les neurosciences en quelque sorte de « l’extérieur », en examinant comment fonctionne l’attribution de la causalité biologique chez des sujets non spécialistes. En arrière-fond de cette intervention se trouve la question de savoir dans quelle mesure des filtres cognitifs analogues à ceux déterminant les représentations relatives à la spécificité de la « nature » humaine ne conditionnent pas aussi, à leur insu et de manière semblable, les représentations des hommes de sciences. La troisième, enfin, consistera en une réflexion épistémologique sur le mind-body problem, principalement dans la lignée du matérialisme émergeant de Bunge.
 
Je pense qu’au cours de ces journées nous sentirons combien la psychologie est interpellée par l’évolution actuelle des recherches en neurobiologie. Cette interpellation se traduit sur le terrain des pratiques de recherches par des réactions fort différentes conditionnées par les thèmes de recherches et les présupposés théoriques à leur origine.
 
En guise d’introduction à ces journées, il me paraît intéressant de contraster ici trois grandes familles de réactions présentes chez les psychologues en contact régulier avec les neurosciences : celle des behavioristes, celle des cognitivistes-symbolistes et celle des cognitivistes-connexionnistes.
 
Examinons d’abord le cas des behavioristes. Leur collaboration avec les neurobiologistes est ancienne et solide, n’ayant jamais accordé à la psychologie la possibilité de se prononcer sur le contenu et le fonctionnement de la boîte noire, il leur paraît en effet naturel de voir les neurobiologistes prendre à leur compte l’explication de ce qui se passe entre le stimulus et la réponse. Cette position a au moins l’avantage de délimiter clairement les rôles : au psychologue revient la tâche de décrire les conduites et d’expliciter le rôle des variables externes dont elles sont fonction, au neurobiologiste celle d’en trouver les concomitants neurophysiologiques et neurochimiques. Cette position ne rend pas superflu un niveau 
d’analyse psychologique puisqu’il reste à fournir au neurobiologiste certaines des régularités comportementales dont il a à rendre compte. Sur le terrain, au niveau des pratiques de recherches, l’interaction s’est révélée assez satisfaisante et, grâce à l’ensemble des paradigmes expérimentaux mis au point par les psychologues behavioristes, les neurosciences ont accompli des progrès tout à fait spectaculaires dans l’élucidation des soubassements neurobiologiques de divers mécanismes d’apprentissage. Je pense notamment à l’étude in vivo des modifications survenant dans des ensembles neuronaux bien localisables, chez l’aplysie et chez d’autres crustacés soumis à des apprentissages simples. Ces travaux sont remarquables à divers égards car ils intègrent, premièrement, l’analyse du comportement naturel de l’animal, deuxièmement, l’analyse de véritables préparations biologiques au sein desquelles sont repérées les modifications biophysiques, biochimiques et neurophysiologiques qui sous-tendent les apprentissages auxquels est soumise cette préparation, et troisièmement, la simulation informatique puisque dans certains travaux un modèle décrivant explicitement les interactions survenant dans le réseau neuronal est implanté sur ordinateur et y reproduit en temps réel l’apprentissage associatif tel qu’il se développe dans le milieu naturel. Il reste bien sûr le problème délicat de la généralisation à l’homme et aux espèces animales supérieures de ces résultats. Actuellement des recherches analogues sont menées sur d’autres espèces et il semble bien qu’on y retrouve la même cinétique et les mêmes mécanismes neuronaux (Gelperin, 1986). Ainsi, lorsque dans un domaine donné, d’une part, les variables externes sont clairement et complètement spécifiées et, d’autre part, le réseau neuronal concerné est repérable et accessible, alors la neurobiologie semble en mesure d’élaborer des modèles explicitant les calculs et les structures matérielles responsables des régularités comportementales sous analyse. On a, à ce niveau, affaire à une neurobiologie fonctionnelle qui fait l’économie d’un niveau cognitif d’explication. La question en suspens est bien sûr celle de la possibilité d’étendre cette démarche, non seulement à des espèces animales supérieures dotées d’un système nerveux central plus complexe, mais à des conduites de plus grande complexité. Et à ce niveau, il faut bien accepter que les désaccords restent aujourd’hui considérables quant à la portée explicative de ces travaux.
 
Au cours des dernières années, le dialogue le plus important, et 
peut-être par endroits le plus conflictuel, s’est établi entre les neurosciences et la psychologie cognitive, ceci sans doute parce que les unes et les autres avaient, chacune à leur niveau, quelque chose à nous apprendre sur la boîte noire, mais aussi et peut-être surtout parce que ces deux disciplines se sont directement rencontrées sur le terrain de la neuropsychologie humaine.
 
Comme chacun sait, la neuropsychologie humaine, depuis ses origines, s’est mobilisée autour de la question centrale des localisations cérébrales : il s’agissait essentiellement, sur la base de régularités statistiques, d’établir un ensemble de correspondances entre des lésions cérébrales et des troubles psychologiques. Il s’agissait ensuite d’interpréter ces régularités, ce qui exigeait un double travail d’inférence portant, d’une part, sur la signification d’une lésion pour l’étude du fonctionnement normal du cerveau, d’autre part, sur la signification d’un trouble du comportement pour la compréhension du déploiement normal des conduites. Ces tentatives d’interprétation, jadis limitées en neuropsychologie humaine à l’analyse des données pathologiques, peuvent aujourd’hui s’appuyer sur d’autres sources d’informations allant de la neuropsychologie expérimentale animale à un ensemble de techniques nouvelles de plus en plus sophistiquées et permettant l’étude du fonctionnement de sous-ensembles du cerveau chez l’organisme humain normal. C’est le cas par exemple des travaux sur les différences latérales, des techniques de recueil et d’analyse des potentiels évoqués lents et rapides, des études de la distribution du débit sanguin régional et. plus récemment encore, des techniques de marquage isotopique.
 
Depuis une quinzaine d’années, cependant, on a vu émerger en neuropsychologie un courant distinct, dit « cognitiviste » et moins intéressé par l’établissement d’un rapport entre le fonctionnement cérébral et le fonctionnement psychologique, que par le projet de se servir des données pathologiques dans le but de comprendre l’organisation et le fonctionnement des opérations mentales. Pour ce courant, le rôle de la psychologie cognitive est de décrire le fonctionnement et la structure des systèmes de traitement de l’information qui sous-tendent les conduites. Le fonctionnement mental est donc décrit comme un système computationnel transformant des symboles. Postulant en outre une indépendance de niveau entre la description des structures matérielles et les traitements de l’information dont elles sont le support, cette 
neuropsychologie a eu tendance à proclamer son autonomie par rapport au biologique. Pour l’essentiel, l’argumentation développée par ce courant est la suivante : la psychologie doit élaborer, à son propre niveau, une explication des phénomènes psychologiques dans un univers théorique et avec des concepts qui lui sont propres. Dans ce travail d’élaboration, aucune contrainte du niveau biologique ne paraît, à certains, pertinente, ceci d’autant plus qu’on n’a a priori aucune idée de la forme de la fonction qui relie les variables psychologiques aux variables biologiques. Dans une telle perspective affirmant le primat de l’analyse psychologique, la neuropsychologie devient simplement une méthode d’approche parmi d’autres de la psychologie cognitive et le patient cérébrolésé par les associations et dissociations spécifiques de troubles qu’il présente devient un révélateur privilégié du fonctionnement et des composants de l’architecture cognitive. La neuropsychologie est un lieu de fragmentation de l’architecture cognitive et son rôle pour la compréhension du cerveau devient tout à fait secondaire même si, en toute logique, cette neuropsychologie postule implicitement une organisation modulaire des traitements cérébraux. Ce courant de recherches n’a pas mal réussi non plus puisqu’il a fourni d’importantes contributions à l’analyse des processus cognitifs en jeu dans la lecture ou l’écriture et qu’il s’étend actuellement à d’autres processus cognitifs. Les modèles issus de ce courant présentent, en outre, certaines propriétés générales : d’une part, l’architecture cognitive y est modulaire, c’est-à-dire composée de sous-systèmes de traitement accomplissant des opérations spécifiques pouvant se trouver sélectivement altérées par la lésion cérébrale ; d’autre part, les traitements sont le plus souvent séquentiels, la mise en œuvre d’un module étant sous la dépendance des traitements effectués en amont. On notera cependant que ce plaidoyer pour une indépendance des niveaux n’a été puissant que dans le domaine des travaux sur les troubles du langage, au sein duquel la référence aux travaux de neuropsychologie animale fait bien sûr largement défaut. Sans remettre en cause la logique générale de cette approche cognitive et modulariste, d’autres courants de recherches en neuropsychologie humaine maintiendront le rapport à ce que l’on connaît du cerveau. Ce sera, par exemple, le cas de la plupart des travaux consacrés aux troubles de la perception visuelle, du contrôle moteur, de la mémoire et de l’attention.
 
 
On assiste cependant, depuis l’ouvrage de Hinton et Anderson (1981) et plus nettement depuis les deux volumes publiés récemment par Rumelhart, McClelland et le PDP Group (1986), à l’émergence de ce que l’on pourrait appeler un autre cognitivisme, et qui, dans la lignée des premiers travaux sur le Perceptron, tente d’élaborer des modèles des opérations cognitives en introduisant dans les paramètres de modélisation du fonctionnement mental, un ensemble de contraintes structurales et dynamiques directement issues des connaissances sur le fonctionnement neuronal. Les travaux de ce groupe introduisent incontestablement un changement assez radical dans notre manière de concevoir les activités mentales. Ils modifient aussi profondément notre manière de considérer l’interface entre le psychologique et le neurobiologique. Les connexionnistes considèrent en effet que toute tentative de représentation du fonctionnement mental doit prendre en compte l’existence de contraintes propres au fonctionnement neuronal et synaptique, à savoir : 


 
	
1/que le fonctionnement neuronal est lent, ce qui impose des limites à tout modèle séquentiel ; c’est la limite des cent pas de Feldman ;
 
	
2/qu’il y a un nombre très élevé de neurones ;
 
	
3/que ces neurones reçoivent des influx d’un nombre très élevé d’autres neurones, disposant de 1 000 à 100 000 entrées et de 1 000 à 100 000 sorties ;
 
	
4/que l’apprentissage a pour effet de modifier les connexions synaptiques ;
 
	
5/enfin, que les neurones communiquent entre eux en s’activant ou en s’inhibant mutuellement.


 
Au moyen de ces quelques postulats de base et de règles de fonctionnement moins directement dérivées de la neurobiologie, ces auteurs vont simuler, avec succès, diverses activités mentales telles que certaines composantes de la lecture, de l’apprentissage et surtout des traitements perceptifs. En simulant nos activités complexes par des mécanismes de distribution et de stabilisation d’activation dans un très vaste réseau d’unités simples et connectées en parallèle, ces modèles mettent en cause les conceptions classiques sur les représentations mentales en éliminant le problème de la métaphore spatiale et en faisant l’économie, au moins au niveau de la microstructure, de concepts tels que schéma, prototype ou règle 
de production ; ces concepts n’apparaissant plus qu’à titre de propriétés émergentes. Enfin, ces modèles réintègrent dans leurs préoccupations les mécanismes d’apprentissage.
 
Mais, ce sur quoi je voudrais attirer l’attention, c’est sur le niveau intermédiaire occupé par ces modèles : ils sont, selon leurs auteurs, « cognitifs » puisque l’objectif reste bien de rendre compte des activités mentales, mais ils sont aussi, selon l’expression de leurs créateurs, neuron-like puisque les modèles proposés prennent en compte un certain nombre de contraintes, quoique très générales, du fonctionnement neuronal. Bien qu’il soit prématuré de se prononcer sur le devenir de ce courant, on retiendra qu’il occupe pour l’instant une position explicative intermédiaire entre les macromodèles cognitifs séquentiels et transformateurs de symboles et les modèles élaborés par les neurobiologistes à partir d’observations directes. Quelles que soient les critiques qui sont déjà adressées à ce courant — pas assez cognitif pour les psychologues, trop éloigné du fonctionnement réel du cerveau pour les neurobiologistes — , il a pour avantage principal de poser la question de l’origine des représentations symboliques dans des termes qui augurent d’un rapprochement possible avec le fonctionnement physico-chimique du cerveau.
 
Pour conclure, on se trouve donc aujourd’hui confronté à trois types de constructions théoriques : des modèles cognitifs symboliques, le plus souvent séquentiels, sans rapport direct avec le fonctionnement des structures matérielles du cerveau, des modèles cognitifs connexionnistes décrivant la microstructure des opérations mentales au moyen de règles computationnelles en parties dérivées de contraintes neurobiologiques, et des modèles issus directement de l’expérimentation neurobiologique et capable de rendre compte de régularités sensori-motrices élémentaires et d’apprentissages simples.
 
Cet enchevêtrement de modèles différents, chacun avec ses points forts, ses limites et ses domaines d’application, reflète assez bien, quoique schématiquement, la diversité actuelle des positions théoriques chez les psychologues. Je formule le vœu que nos journées d’études contribuent à mieux nous faire voir la situation de notre discipline dans le champ en pleine mutation des sciences neurobiologiques.
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Le problème des rapports entre la psychologie et la biologie a toujours fait débat. Ces débats, souvent conflictuels, ont jalonné l’histoire de ces deux disciplines, tant au plan des confrontations philosophiques, épistémologiques ou scientifiques que sur le terrain des institutions universitaires. Les sujets débattus ont, bien entendu, évolué dans le temps avec la progression des connaissances propres à chacun des protagonistes. Il ne saurait être question de nous étendre ici sur ce point.
 
J’ai eu le privilège d’assister à la toute première réunion de notre association qui s’est tenue à Paris voici plus de trente-cinq ans (APSLF, 1953). Le thème « Système nerveux et Comportement » était déjà au centre des débats. On retrouvait d’un côté la vieille garde d’une psychologie philosophique encore régnante dans l’Université et résolue à y défendre ses positions et les rares représentants d’un behaviorisme en voie d’essoufflement et d’un autre côté, derrière Henri Piéron, les tenants d’une psychophysiologie naissante cherchant, sur le versant biologique, le soutien de la vague montante des neurophysiologistes, tout récents bénéficiaires des derniers perfectionnements de l’armement électrophysiologique pour explorer les fonctionnements nerveux. Ils apparaissaient alors comme les conquérants du futur auxquels tous les espoirs semblaient permis.
 
Depuis lors, les choses ont évolué si rapidement que le contenu même des débats d’alors s’en trouve totalement transformé (voir Bloch et Paillard, 1982) et que c’est le thème « Psychologie et 
Cerveau » qui en constitue aujourd’hui la substance. On peut reconnaître à l’origine de cette transformation trois avancées disciplinaires majeures, réalisées sur trois voies parallèles et de manière totalement indépendante. C’est, en premier lieu, la vigoureuse percée des neurosciences qui, sous l’impulsion des succès retentissants de la biologie moléculaire et grâce à l’apparition de nouvelles technologies performantes, voient le champ de leurs conquêtes arriver aux frontières de problèmes considérés jusqu’alors comme du domaine réservé de la psychologie. C’est aussi, du côté de cette dernière, l’émergence des sciences de la cognition, aux courants divers, mais qui, sous la poussée d’une linguistique conquérante et exploitant les ressources nouvelles de l’informatique, réintroduisent les états mentaux comme objets scientifiquement saisissables et donnent à la jeune psychologie cognitive une image nouvelle et des ambitions clairement affirmées. Et c’est enfin l’apparition récente sur la scène d’un nouveau partenaire inattendu : l’intelligence artificielle. Nouvelle-née de l’explosion des sciences du calcul avec l’avènement des machines à penser capables d’imiter, voire de surpasser, les performances du cerveau humain, cette discipline connaît actuellement un développement rapide et spectaculaire.
 
Ces trois courants convergent, en fait, sur un objectif commun : comprendre le cerveau pour en expliquer ou pour en imiter les productions psychiques. Mais confiant en ses forces propres, chacun de ces courants va aspirer tout d’abord, comme il est de règle dans la compétition académique, à occuper le terrain, à conforter ses positions et à affirmer ses prétentions à l’autonomie.
 
Les neurosciences voient leur aile marchante, grisée par ses succès récents, affirmer la possibilité d’une explication moléculaire du comportement et du psychisme : « L’homme n’a dès lors plus rien à faire de l’“Esprit”, il lui suffit d’être un “Homme neuronal” » (Changeux, 1983). De son côté, la psychologie cognitive veut croire aux pouvoirs d’une approche purement fonctionnaliste du « langage de l’esprit » et entend « conférer aux explications psychologiques un niveau de description opératoire qui lui donnerait une certaine indépendance vis-à-vis de la biologie » (Mehler et Dupoux, 1987). Quant à l’intelligence artificielle, elle connaît aussi ses puristes qui restent convaincus qu’au travers de son développement prévisible la puissance des machines futures lui donnera les moyens d’une progression autonome aux limites encore inconnues.
 
 
Mais la convergence de ces regards interdisciplinaires sur le même objet ainsi que la communauté de langage que va leur fournir l’adoption des modèles du traitement de l’information, ne pouvaient qu’encourager le dialogue entre ces diverses disciplines. D’où l’ardeur des confrontations actuelles, avec l’inévitable résurgence des anciens débats et l’éclosion des nouveaux extrémismes mais aussi, chez certains, la volonté de prospecter les structures d’interface susceptibles d’engendrer la fertilisation réciproque des domaines concernés. En témoigne l’apparition de nouveaux domaines frontaliers aussitôt balisés à l’aide d’étiquettes disciplinaires nouvelles : celui des neurosciences cognitives, d’une neurolinguistique, d’une neuropsychologie cognitive voire même d’une neuromimétique d’éclosion récente au sein des sciences de l’artificiel.
 
L’un des concepts centraux pour désigner la cible commune des efforts interdisciplinaires futurs me paraît être celui d’architecture fonctionnelle. Ce concept emprunté à la science des ordinateurs désigne l’ensemble des éléments structuraux du système reconnus comme contribuant de façon nécessaire sinon suffisante à l’accomplissement d’une opération fonctionnelle définie et objectivable. On ne peut pas ne pas évoquer ici la distinction, souvent citée depuis sa formulation par Marr (1982), entre les trois plans d’analyse du concepteur des machines informatiques à savoir : 


 
	1/la description formelle des opérations à réaliser en termes de performance ;
 
	
2/l’identification des règles qui organisent la succession des activités de traitement qui sous-tendent ces opérations ;
 
	
3/l’incorporation de ces opérations et de ces règles dans la structure matérielle du système.


 
Il est moins habituel, bien que très évident, de souligner l’analogie d’une telle distinction avec celle des plans d’analyse traditionnelle du biologiste dans son approche des rapports structure-fonction. J’avais déjà (Paillard, 1976) proposé l’appellation de système SfF pour expliciter l’existence entre le niveau d’étude de la structure anatomique (S) du système et celui de la fonction (F) d’un plan d’analyse concernant les processus de fonctionnement proprement dits (f) ; ce dernier plan s’attachant à la description des opérations fonctionnelles qui, par leur enchaînement, contribuent à l’extériorisation de la fonction.
 
 
L’adoption de la trilogie de Marr dans l’étude de la cognition a certainement joué un rôle dans l’incitation des psychologues à se préoccuper plus directement du problème du contenu de la boîte noire responsable des fonctions opératoires de l’intelligence. Mais, si la conception de Marr et l’approche traditionnelle des biologistes s’accordent bien sur la définition des divers plans d’analyse, elles divergent par contre quant à l’ordre des facteurs dans lequel s’organisent les stratégies expérimentales propres à chacune des deux disciplines. Partir de la structure pour inférer les fonctions à partir d’une analyse des processus de fonctionnement concerne bien la démarche bottom-up traditionnelle du biologiste, alors que c’est la description de la fonction qui est première en psychologie et qui guide l’identification top down des processus ; la démarche le plus souvent d’ailleurs s’arrêtant là, en considérant l’étude de la structure matérielle comme superflue voire inutile à l’intelligibilité des phénomènes étudiés. Récemment encore ne voit-on pas certains plaidoyers cognitivistes (Mehler et Dupoux, 1987) réaffirmer avec force les vertus de ce type d’approche purement fonctionnaliste en considérant qu’un recours aux explications neurobiologiques, s’il devait être un jour praticable, s’avérerait en fin de compte « inutile pour la compréhension de la plupart des phénomènes cognitifs rencontrés ». On précisera, cependant, que cette affirmation émane directement du courant psycholinguistique de la psychologie cognitive, courant qui tend à réduire l’étude de la cognition à celle du « langage de l’esprit » propre à l’Homme et à l’articuler sur le symbolisme du langage. On reconnaîtra aisément que l’étude des capacités langagières propres à l’Homme, celle des fonctions du « cerveau parlant », malgré les fascinations qu’exercent ces dernières sur notre besoin de connaissance des bases organiques des états dits « mentaux », n’est peut-être pas actuellement celle dont la voie d’accès est la plus propice, en tous cas la plus praticable, pour les spécialistes des neurosciences dont les approches fondamentales restent largement dépendantes de l’existence de modèles animaux.
 
C’est ici que se trouve posé le problème de l’existence d’une « pensée » animale, d’états mentaux, évidemment incommunicables par la médiation d’un langage, mais dont l’existence peut être inférée de l’étude des comportements objectivables. Le vieux débat cartésien sur l’animal-machine qui a nourri les arguments du behaviorisme semble aujourd’hui dépassé. La reconnaissance d’une 
« cognition animale », conçue comme la capacité qu’exprime l’animal dans son comportement à disposer d’une représentation interne de ses expériences passées capable d’initier des réponses appropriées en l’absence de toute stimulation directe de son environnement, n’est aujourd’hui plus guère contestée (Roitblat et al., 1984).
 
Dans sa logique de l’évolution, Darwin considérait déjà qu’il fallait concevoir « the human mind (as) evolved from animal minds as it is to say that human anatomical and physiological structures evolve from their animal counterparts ».
 
On ne s’étonnera guère de voir le psychophysiologiste enclin aujourd’hui à emprunter, pour comprendre les fondements biologiques de la cognition, la voie des études comparatives plutôt que la paroi trop abrupte du langage humain où il a, il est vrai, actuellement quelques difficultés à planter ses pitons pour assurer son ascension. Ce faisant, cependant, il garde le sommet en point de mire avec l’espoir de pouvoir un jour, de plus haut, reconsidérer la spécificité du « langage de l’esprit » sous un nouvel éclairage.
 
Mais, au-delà même du champ de la « cognition animale » avec toutes les limitations qu’impose à l’expérimentateur l’obligation d’user de stratégies expérimentales d’approche indirectes, il est un domaine privilégié, encore peu exploré au plan expérimental chez l’Homme et sur lequel nous pouvons fonder une étude expérimentale rigoureuse de l’« Homme machine » cartésien dans ses rapports avec l’« Homme pensant ». C’est celui des contrôles sensori-moteurs. L’essentiel de nos connaissances sur la physiologie des fonctions sensori-motrices s’est édifié sur les bases de la réflexologie sherringtonienne et il n’est pas excessif de dire que celle-ci est à l’origine de toute la neurophysiologie moderne. Les tentatives pavloviennes d’édifier une physiologie « des activités supérieures du cerveau » sur des bases similaires ne connurent pas, tant s’en faut, un succès comparable, tant apparaît aujourd’hui évident que la richesse des activités mentales requiert pour sa description des modèles autrement plus complexes que ceux du simple conditionnement, fut-il opérant. Les fonctions supérieures de contrôle de la motricité nous paraissent déboucher actuellement sur de nouvelles perspectives pour une étude rénovée des rapports de la cognition et de l’action (Paillard, 1985a).
 
Nous voudrions montrer ici comment la vision nouvelle que nous donnent du système nerveux, et de l’organisation cérébrale en 
général, les récents progrès des neurosciences incite à rejeter catégoriquement l’antinomie dichotomique entre options mentalistes et réflexologiques qui a historiquement déchiré la psychologie et constitué un obstacle sérieux à son développement. C’est, au contraire, l’idée d’une coexistence de ces deux modes fondamentaux de fonctionnement du cerveau qu’elle imposera avec force, incitant à porter les efforts d’investigation sur l’articulation fonctionnelle de ces deux niveaux de l’organisation cérébrale.
 
Nous partirons, tout d’abord, d’un schéma volontairement simplificateur dont la seule vertu sera, sans doute, d’aider à préciser les concepts dont nous ferons usage.
 
Nous tenterons, ensuite, un survol rapide du nouveau paysage de l’organisation cérébrale que nous révèlent les neurosciences modernes.
 
Nous illustrerons, enfin, quelques-unes des stratégies expérimentales susceptibles de permettre une approche nouvelle des processus impliqués dans la gestion de nos activités motrices par les représentations mentales.
 
1 | UNE MANIÈRE DE POSER LE PROBLÈME
 
Tout organisme biologique traduit dans sa structure, son fonctionnement et ses modes de relation avec son environnement, une préadaptation de ses instruments sensori-moteurs propre à assurer sa survie. Il dispose à la naissance d’un répertoire de capacités précâblées dans la structure de ses connexions nerveuses. La relative stabilité de ces organisations chez une espèce donnée et les filiations évolutives révélées par les études comparatives ont fourni une matière de choix pour les approches physiologiques. Elles ont abouti, par exemple, au développement des modèles réflexologiques classiques dont la valeur heuristique fut considérable. Les conceptions cybernétiques devaient ensuite conférer à cette machinerie rigide la fiabilité, la flexibilité et les capacités téléonomiques qui lui manquaient, élargissant ainsi le pouvoir explicatif des modèles physiologiques jusqu’aux frontières des activités dites mentales. Les fonctions supérieures du cerveau restaient cependant largement intouchées par la physiologie, leur étude étant le plus souvent réservée aux approches descriptives de la clinique neurologique et aux corrélations anatomo-pathologiques. 
Aussi, la psychologie gardait-elle la quasi-exclusivité du terrain des activités mentales et de l’étude des grandes facultés psychiques que sont la mémoire, le langage, le raisonnement, les sentiments, l’attention, la volonté, etc.
 
On peut, en fait, considérer que les prédispositions présentes initialement dans la machine biologique constituent déjà une sorte de moule en creux de l’environnement auquel l’organisme est préadapté. La métaphore de la serrure, et de la clé a, ici, été souvent invoquée. Les « clés » environnementales qui correspondent à une serrure biologique préexistante à la naissance dans la machine ou ultérieurement façonnée par son expérience constituant ce que Gibson (1950) proposa d’appeler le « champ de ses affordances ». Les conceptions darwiniennes peuvent précisément rendre compte de la sélection et de la consolidation dans le patrimoine de l’espèce de ces serrures prédisposées qui dotent l’organisme des capacités de maîtrise d’un environnement habituel où il peut assurer sa survie.
 
Le progrès évolutif va dès lors porter sur l’enrichissement, par accroissement du répertoire primitif, de ces capacités de maîtrise, du pouvoir de construction de serrures nouvelles et des capacités d’inscription dans la circuiterie du système de prédispositions acquises grâce à l’expérience individuelle du sujet. La démarche pavlovienne s’est efforcée d’en rendre compte par les mécanismes des associations conditionnées. Depuis, la neuropsychologie moderne nous a révélé que cette mémoire associative qui enrichit le dialogue direct de l’organisme et de son environnement de dispositions nouvelles ne suffit pas à rendre compte des capacités opératoires autonomes qu’exprime le cerveau cognitif. Une représentation interne d’un environnement prévisible constamment actualisé se constitue en mémoire, sur laquelle l’organisme peut, à loisir, raisonner, évaluer, jauger ses projets d’action en anticipant leurs conséquences attendues. Pour ce faire, il bloque transitoirement l’accès des serrures sensori-motrices aux sollicitations directes des clés environnementales. Il assure aussi le contrôle sélectif de ses serrures perceptives ou de ses prédispositions motrices afin de réactualiser en permanence le modèle interne sur lequel il fonde sa présence vigilante au monde qui l’entoure.
 
Ainsi, de même que la machine biologique thermodynamique a assuré les conditions de sa « vie libre et indépendante », à l’abri des aléas et des contraintes changeantes d’un univers incertain, par 
la constitution d’un « milieu intérieur » stabilisé (l’homéostasie de Canon), la machine à traiter l’information tend à se constituer « un monde interne », une représentation intériorisée du milieu extérieur construite sur les régularités et les covariances que lui révèlent ses organes des sens sur les réalités de l’environnement auxquelles elle se trouve confrontée (Paillard, 1987b). Ce sont de nouveaux dialogues, internes cette fois, qui peuvent désormais s’engager dans l’intimité du « silence comportemental » (Oakley, 1985) et sur la base de cette représentation du monde extérieur s’élabore la trame des activités dites « psychiques ». Que le symbolisme du langage puisse apporter à ces dialogues une richesse nouvelle et une amplification des pouvoirs du cerveau humain ne préjuge pas des potentialités inhérentes au fonctionnement nerveux des cerveaux « non parlants » qui se manifestent dans leurs activités comportementales et fondent l’existence d’une « cognition » animale dont l’existence n’est plus contestée (Prinz et Sanders, 1984).
 
On comprendra dès lors que nous réserverons le terme de traitement sensori-moteur aux activités qui se consomment dans les circuits rigidement câblés du système. Inscrites dans le répertoire des programmes précâblés des niveaux spino-bulbomésencéphaliques, ces activités médiatisent le dialogue direct de l’organisme et de son environnement. Ces programmes s’expriment dans le contexte des régulations tonico-posturales où interviennent les secteurs les plus anciens du cervelet. Leur mobilisation est elle-même modulée par le jeu du sélecteur hypothalamo-limbique qui soumet les activités comportementales aux exigences de la satisfaction des besoins organiques fondamentaux. Ajoutons encore que les activités sensori-motrices bénéficient à ce niveau des boucles de servo-assistance locales qui confèrent à leur exécution les marges de flexibilité nécessaires. Mais elles sont, de surcroît, dotées de capacités adaptatives autonomes et durables. Ces dernières réalisent, grâce à une modulation (par des dispositifs cérébelleux) du gain des transmissions synaptiques, un ajustement automatique des modes d’expression du répertoire primitif. Nous sommes là en présence d’une forme d’« apprentissage moteur » qui se réalise, à l’insu du sujet, sans l’intervention directe des processus « cognitifs » ou attentionnels.
 
Complémentairement, nous parlerons ici de traitement cognitif pour caractériser les activités qui, principalement, mais non 
exclusivement, au sein des structures néo-corticales, s’organisent sur les mémoires représentationnelles (le modèle interne d’environnement prévisible). Ce compartiment voit ses entrées contrôlées par les processus attentionnels et filtrées par les montages dispositionnels des schémas perceptifs. Deux sorties peuvent être considérées ici : 


 
	1/celle de l’action contrôlée par les processus intentionnels utilisera les montages des schémas moteurs dispositionnels ;
 
	
2/celle de l’évocation imagée qui s’exprime comme expérience consciente et va fournir le support de la pensée.
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FIG. 1. — Schéma distinguant les compartiments sensori-moteurs et cognitifs
du système nerveux
 
Voir commentaires dans le texte (d’après Paillard, 1985)


 
On retiendra que, dans un tel schéma, toute sollicitation du compartiment cognitif implique nécessairement le recueil actif de la sélection des informations à traiter et leur prétraitement éventuel dans les structures de transfert du compartiment sensori-moteur et des mémoires dispositionnelles de la perception. Corrélativement, tout contrôle exercé par la cognition sur la programmation des activités comportementales ne peut s’exprimer qu’au travers des logiques câblées des structures d’exécution des niveaux sensorimoteurs et de leur filtrage dans les schémas mémorisés des habitudes motrices.
 
On retiendra, aussi, que l’acte moteur n’est jamais simplement la réponse passive d’une machinerie bien rodée à une stimulation 
définie d’origine externe ou interne. Il est toujours générateur d’une modification du champ sensoriel dans lequel est immergé l’organisme. La notion de « dialogue » sensori-moteur introduite ici traduit l’idée force que, si l’organisme peut apparaître comme équipé pour répondre de manière adaptée aux sollicitations de son environnement habituel, il peut aussi interroger l’environnement par ses actes moteurs et confronter les réponses sensorielles qui en résultent au modèle interne qu’il s’en est constitué. Et c’est précisément ce questionnement moteur qui deviendra la source de connaissances nouvelles pour l’organisme. « Connaître, comme le soulignait Piaget, ne consiste pas à copier le réel mais à agir sur lui et à le transformer. » C’est au travers des transformations antogénérées de son champ sensoriel que le système peut en extraire les régularités et les invariances. En ce sens, les dialogues sensorimoteurs deviennent la source principale d’enrichissement de la représentation abstraite du réel sensible dans les mémoires de l’appareil cognitif. Complémentairement, le dialogue que peut engager l’appareil cognitif avec cette représentation abstraite devient l’instrument d’anticipation, de prévision, de décision et de contrôle qui confère à l’organisme ses capacités autonomes d’action et d’intervention sur le monde. Il contribue, en retour, à enrichir le répertoire des schémas perceptifs et moteurs et, par suite, la diversité des dialogues sensori-moteurs qu’il entretient avec son environnement physique.
 
On retiendra ici la distinction introduite entre trois niveaux des processus d’acquisition.
 
 

 
 
1/Celui qui intéresse les processus adaptatifs propres au compartiment sensori-moteur. Ces processus fonctionnent sur un principe d’optimisation de la performance, basé soit sur la recherche du moindre coût énergétique soit, encore, sur celle d’une cohérence fonctionnelle avec recalibration automatique des canaux qui coopèrent en parallèle, de façon redondante ou complémentaire, à l’expression d’une fonction donnée, lorsque un’certaine discordance apparaît entre eux.
 
 

 
 
2/A un second niveau nous trouvons les processus d’apprentissage associatif qui consolident en mémoire les solutions élaborées par l’appareil cognitif pour résoudre un problème moteur nouveau auquel le répertoire sensori-moteur primitif n’apporte pas 
de solution satisfaisante. Il en serait de même pour l’élaboration des schémas perceptifs qui prédisposent le système à accueillir des configurations de signaux attendus. C’est à ce niveau que nous plaçons les « mémoires dispositionnelles » du système (Thomas, 1984).
 
 

 
 
3/A un troisième niveau, enfin, nous trouvons la mémoire purement représentationnelle aux facettes multiples mais où le modèle de l’environnement prévisible apparaît avec ses exigences d’actualisation permanente. Sa mise en conformité avec les changements de position du corps et les transformations du champ d’action qui en résultent exige une structure de mémorisation plus souple et plus rapidement modifiable que celle de la mémoire associative. On l’apparente davantage à la mémoire à court terme des neuropsychologues qui fonctionnerait comme une « mémoire de travail ».
 
 

 
 
Nous avons, dès le départ, souligné le caractère volontairement simplificateur d’un tel schéma qui réunit tout à la fois les mérites et les défauts que partagent toutes les « boxologies » fonctionnalistes. Le principal de ces défauts étant généralement de rester peu explicite quant aux contenus structuraux des compartiments identifiés. C’est un point sur lequel nous reviendrons ultérieurement. Mais nous reconnaîtrons au moins un mérite à ce schéma : celui de préciser la signification respective que nous entendons donner ici aux termes « cognitif » et « sensori-moteur », étant données les connotations souvent confuses dans lesquelles on les utilise habituellement. Précisons donc, à nouveau, que l’opération mise en jeu sera qualifiée de sensori-motrice lorsque son référent est l’environnemnt physique comme source directe des informations déclenchantes de l’action et comme lieu de son déploiement. Elle sera qualifiée de cognitive lorsque le référent de l’opération sera la représentation interne mémorisée de l’environnement qui devient source autonome des signaux mobilisateurs et régulateurs de l’action et/ou de l’évocation imagée dans l’expérience consciente. Il est nécessaire de souligner enfin que ce schéma ne prend pas en considération les processus affectifs et motivationnels qui constituent, à mon sens, un troisième compartiment individualisable dont l’articulation avec les deux premiers soulève des problèmes tout aussi fondamentaux que ceux posés par l’étude des rapports des niveaux cognitifs et sensori-moteur 
qui seule à être considérée ici (voir à ce sujet Paillard, 1987c).

 
2 | LES NOUVEAUX PAYSAGES DE L’ORGANISATION CÉRÉBRALE
 
Avec l’introduction des nouvelles techniques de marquage et d’identification des neurones et de leurs connexions, notre vision des architectures nerveuses a considérablement gagné en précision et en acuité. Parallèlement, le perfectionnement des méthodes micro-électrophysiologiques d’investigation a permis l’exploration fine des opérations réalisées au sein d’ensembles de neurones identifiables.
 
Nous retiendrons simplement, ici, trois données nouvelles qui viennent transformer nos conceptions de l’organisation cérébrale. La première intéresse les principes qui régissent la construction progressive des architectures nerveuses au cours du développement et la structuration épigénétique des ensembles fonctionnels selon un processus de sélection darwinienne. La seconde concerne la généralisation à l’ensemble des structures néo-corticales d’un principe d’organisation modulaire. La troisième offre un modèle de consolidation sélective des connexions synaptiques basé sur un principe de détection des informations covariantes et susceptible de rendre compte de l’aptitude fondamentale du système nerveux à extraire les régularités présentes du champ d’informations dans lequel il est immergé (voir à ce sujet Cowan et al. (1984) et Paillard (1986)).
 

2.1. — Le darwinisme neuronal1

 
Le développement du système nerveux des vertébrés est classiquement considéré comme une séquence ordonnée de phénomènes reflétant la mise en place progressive et cumulative des éléments qui composent le cerveau dans sa forme achevée. Ces phénomènes concernent essentiellement la production mitotique des neuroblastes primitifs, la migration de ces derniers vers leurs sites respectifs d’implantation, l’agrégation sélective des neurones en groupements individualisés et leurs diversifications phénotypiques sous l’influence de contraintes régionales. C’est ensuite la 
différenciation de leurs propriétés membranaires, en relation avec la spécificité des contacts synaptiques qu’ils établissent avec les autres neurones. C’est, enfin, la croissance, l’orientation, la distribution et la myélinisation des fibres de liaison qui vont finalement constituer la trame du réseau complexe d’interconnexions qui compose l’architecture structurale du système nerveux.
 
Cette vision classique des processus de développement n’est nullement remise en cause et c’est probablement sa clarté même qui a contribué à masquer aux observateurs l’importance des processus d’involution et de destruction sélective qui accompagnent l’édification des structures finales du cerveau adulte. Une série de données convergentes acquises au cours des cinq dernières années a soudainement révélé aux expérimentateurs le caractère massif et généralisé de ces pertes de substance nerveuse au cours du développement, rompant ainsi spectaculairement avec le dogme d’un capital définitif de neurones constitué pour la vie entière dès les premiers mois de la vie embryonnaire.
 
Sans entrer, ici, dans le détail de ces travaux retenons simplement que les deux grands principes généraux qui s’en dégagent sont celui de la surproduction d’éléments diversifiés et celui de la compétition sélective qui conserve et stabilise les plus aptes à assurer un rôle fonctionnel efficace et élimine ceux qui n’ont pas réussi à acquérir un statut fonctionnel utile à l’économie générale de la communauté organique.
 
Ce modèle darwinien s’applique aux neurones eux-mêmes. Près de 50 % d’entre eux disparaîtraient faute d’avoir trouvé une connexion durable avec un autre élément de la communauté. Il s’applique également aux fibres collatérales des axones dont la distribution, très large au départ, s’élague progressivement pour laisser finalement place aux grandes voies classiquement identifiées par la neuroanatomie. Les morts neuronales comme l’élimination des collatérales d’axones constituent des processus caractéristiques des phases embryonnaires du développement encore que certaines données récentes semblent indiquer que l’élagage et la spécification des grandes voies efférentes cortico-colliculaires, cortico-pontiques et cortico-spinales se prolongeraient plusieurs semaines après la naissance chez le rat. On pourrait alors s’interroger sur l’incidence que pourrait avoir l’existence de telles connexions surnuméraires pour l’interprétation des manifestations motrices précoces du 
nourrisson. D’une manière générale, enfin, l’opinion dominante est que les pressions sélectives qui sous-tendent ces phénomènes seraient prioritairement d’origine endogène (affinités chimiques, modulation hormonale ou facteurs trophiques locaux).
 
Mais le modèle darwinien s’applique également aux synapses elles-mêmes (Changeux, 1983). Les arborisations terminales d’un même axone vont se distribuer surabondamment sur des neurones divers. Certaines seulement survivront et seront stabilisées. On a pu calculer qu’un neurone reçoit en moyenne 10 000 synapses dont environ 1 000 proviendraient d’axones différents, le plus souvent d’origine sensorielle plurimodalitaire. C’est ainsi qu’un même neurone du cortex pariétal, par exemple, peut se trouver connecté en même temps à des sources d’informations cutanées, proprioceptives, musculaires, vestibulaires, auditives et visuelles. Un petit nombre de ces synapses se consolidera, privilégiant tel ou tel type de configuration des informations afférentes. On observe aussi, suivant les régions du système nerveux, des connexions plus ou moins rigidement consolidées et d’autres qui restent modulables dans leur pouvoir de transmission. Ces consolidations synaptiques durables ou réversiblement modulables vont dépendre de processus exogènes essentiellement dépendants de l’activité du système lui-même. Un circuit convenablement sollicité pendant une phase déterminée du développement va consolider ses synapses, alors que le non-usage au contraire peut amener leur régression. Les travaux de Hubel et Wiesel ont remarquablement illustré ces phénomènes au niveau des aires visuelles du cortex, mettant en évidence l’existence de « période critique » postnatale où les sollicitations de l’environnement visuel ont une influence décisive sur la structuration des filtres sélectifs des canaux de traitement des informations d’origine rétinienne. Ces premiers travaux, aujourd’hui classiques, ont, comme il est bien connu, ouvert la voie à de nombreuses recherches contemporaines.
 
Si les synapses stabilisées vont constituer les mémoires solides et durables du système, les synapses modulables, par contre, vont lui fournir un potentiel de réorganisation plastique. Cette propriété de malléabilité du pouvoir de transmission, que l’on retrouve dans des secteurs variés de l’organisation nerveuse, semble persister pendant toute la vie. Elle constitue le support des processus d’apprentissage et de mémorisation. Son déclin avec l’âge est un phénomène par ailleurs reconnu. L’étude des mécanismes de cette 
plasticité synaptique représente l’une des cibles principales des recherches neurobiologiques actuelles. Ce qui nous amène à évoquer le principe de sélection qui régit le choix, parmi les synapses fonctionnellement présentes, de celles qui seront définitivement stabilisées ou transitoirement modulées. Mais nous devons auparavant envisager le concept d’organisation modulaire qui introduit une nouvelle dimension dans l’analyse des architectures cérébrales.

 

2.2. — L’organisation modulaire

 
Le constat, chez le singe, de l’homogénéité d’organisation histologique du manteau cortical qui existe à la fin du 4e mois de la gestation, et les données embryologiques qui plaident en faveur d’une ségrégation des neurones en migration depuis l’épithélium germinal basal le long de filaments gliaux distribués perpendiculairement à la surface du cortex avaient amené Mountcastle (1979) à suggérer l’existence d’une unité anatomique de base contenant un nombre fixe de neurones. Le manteau cortical apparaîtrait donc comme constitué de la juxtaposition de ces unités répétitives de base non différenciées au départ. Ce n’est qu’au 110e jour de gestation que les fibres extrinsèques afférentes commencent à envahir le néo-cortex à partir des structures sous-corticales de distribution et que se développent parallèlement les axones efférents orignaires des neurones pyramidaux du cortex. Là encore, et dans les secteurs afférents comme efférents, cette distribution est marquée par une profusion de ramifications divergentes qui envahissent les secteurs corticaux de manière apparemment anarchique, bien que semblant privilégier des spécificités modalitaires régionales notamment dans les régions appelées à constituer les cartes de projection des aires sensorielles primaires. Mais les projections plurimodalitaires restent de règle, notamment dans les futures aires associatives. Commence alors un processus d’élimination sélective des fibres et synapses surnuméraires qui aboutit à la ségrégation du manteau cortical en aires architectoniques distinctes. En d’autres termes, c’est la configuration sélectionnée de leurs afférences, c’est-à-dire leur connectivité extrinsèque, qui définit la spécificité d’accès aux unités anatomiques de base alors que leur connectivité intrinsèque serait en gros la même. Ces unités de base constitueraient des 
minicolonnes de 30 microns de diamètre remarquablement similaires dans tous les cerveaux de vertébrés. Ces derniers se différencieraient ainsi les uns des autres moins par leur degré de complexité que par le nombre de leurs minicolonnes constituantes. Deux autres niveaux d’organisation ont cependant été identifiés : celui qui regroupe plusieurs centaines de minicolonnes en des ensembles plus larges identifiés comme colonnes fonctionnelles de 350 microns le diamètre, caractérisées par l’unité et la spécificité de leurs propriétés fonctionnelles, et celui des ensembles colonnaires assemblés en macrocolonnes isofonctionnelles qui s’agrègent elles-mêmes en groupements topologiquement distribués. Les marqueurs métaboliques qui permettent de visualiser les zones activées par des entrées sensorielles contrôlées révèlent, dans ce cas, une distribution des zones actives sous forme de zébrures caractéristiques de ces regroupements plus larges.
 
On conçoit, dès lors, l’intérêt que suscite cette vision renouvelée de l’organisation cérébrale qui propose désormais aux expérimentateurs des objets d’investigation nouveaux. Les difficultés techniques que soulève encore l’exploration fine de ces microstructures ne paraissent pas hors de portée des instruments d’analyse existants surtout si l’on tient compte de leur perfectionnement déjà prévisible. On trouvera dans une publication récente (Phillips et al., 1984) une discussion critique des problèmes posés par ce nouveau modèle. On peut aussi se référer, pour plus de précisions, à une revue que je lui ai consacrée ailleurs (Paillard, 1986).
 
On retiendra aussi que ce principe d’organisation modulaire n’est pas l’apanage exclusif du néo-cortex mais qu’il est aujourd’hui étendu à la plupart des structures nerveuses sous-corticales et du tronc cérébral, y compris celles du cervelet. Toutes les observations dérivées des études sur les vertébrés ou les invertébrés attestent de la réalité de ces réseaux neuronaux préorganisés dans la moelle et le tronc cérébral, dont la stimulation électrique libère une séquence d’activités musculaires coordonnées s’exprimant en un acte biologiquement significatif, c’est-à-dire identifiable comme un élément du répertoire comportemental de l’espèce considérée. Aussi, la stratégie expérimentale qui consiste à segmenter les performances sensori-motrices en opérations fonctionnelles composantes, parallèlement ou séquentiellement activées pour l’accomplissement des activités comportementales, apparaît comme particulièrement 
fructueuse (Paillard et Beaubaton, 1978 ; Goodale, 1982) pour l’identification et l’analyse des mécanismes nerveux qui la sous-tendent. Ce qui revient à une démarche où c’est l’analyse opérationnelle des activités qui guide la recherche et l’identification dans les structures nerveuses des ensembles neuronaux modulaires responsables de ces opérations.
 
Etendu à l’ensemble de l’organisation cérébrale, le concept de structure modulaire suggère la possibilité d’une approche similaire des opérations cognitives incorporées dans The modularity of mind (Fodor, 1983). Cette idée inspire les approches actuelles des « architectures de la cognition » avec la fascinante perspective d’un recours aux ressources diversifiées de l’imagerie cérébrale : radiotomographie (CT scan), tomographie par émission de positrons (PET scan) et résonnance magnétique nucléaire (RMN), malgré les limitations aujourd’hui reconnues de ces nouvelles techniques s’agissant de la dissection temporelle des phénomènes. On trouvera dans ce volume (chapitre de F. Newcombe) un aperçu des voies ouvertes à la neuropsychologie des fonctions cognitives par ces conceptions modulaires.
 
Il importe maintenant de revenir sur le mode de spécification des identités modulaires au cours du développement.

 

2.3. — L’extraction d’invariance

 
Nous avons vu comment la conception d’unités de base initialement redondantes supposait leur différenciation fonctionnelle ultérieure grâce à une sélection de leurs circuits d’accès. Ce processus sélectif, suivi soit d’une élimination définitive des structures synaptiques non renforcées soit de leur neutralisation temporaire, est rapidement apparu comme un problème clé pour notre compréhension du fonctionnement cérébral.
 
L’activité cérébrale est ici caractérisée par un flux d’activité permanente redistribué d’une aire corticale à une autre et, au sein de chacune de ces aires, d’un groupement de colonnes à un autre. Les sorties des colonnes à un niveau déterminé du processus de traitement deviennent les entrées des colonnes du niveau immédiatement supérieur. La convergence sur une même colonne d’informations convergentes d’origines diverses aboutit à une opération d’intégration de ces informations et par suite à une nouvelle représentation plus abstraite, plus condensée, plus globale de ce qui était initialement représenté par chacune des entrées prises indépendamment. Point de vue parfaitement corroboré par les explorations micro-électrophysiologiques d’activités neuronales unitaires qui nous révèlent que les neurones appartenant à une même colonne fonctionnelle ont des activités corrélées avec certaines caractéristiques identifiables soit du stimulus sensoriel, soit de la réponse, soit encore des traitements intermédiaires intervenant dans une chaîne sensori-motrice donnée. Le cas des détecteurs de caractéristiques du cortex visuel primaire découverts par Hubel et Wiesel en constitue l’exemple le mieux connu. Ce type d’organisation est maintenant retrouvé dans pratiquement tous les systèmes sensoriels. Le cortex moteur de son côté n’échappe pas à la règle de l’organisation colonnaire avec cette fois des spécificités motrices bien définies caractérisant leur individualisation fonctionnelle (Kwan et al., 1978). Mais des surprises plus grandes encore attendaient les expérimentateurs dans leur exploration des étapes intermédiaires des chaînes de traitement. Non seulement la spécificité des traitements modulaires s’est trouvée confirmée là encore, anatomiquement et électrophysiologiquement, mais également la conception d’une description de plus en plus abstraite des qualités et de la forme d’objets complexes. C’est ainsi qu’on trouve dans le cortex temporal, par exemple, certains neurones répondant spécifiquement à la vue d’un visage, ou à l’identification de formes complexes. Les données de la neuropsychologie de leur côté (voir le chapitre de F. Newcombe dans cet ouvrage) multiplient les exemples de déficits cliniques spécifiques associés à des atteintes cérébrales localisées (la prosopagnosie ou trouble de la reconnaissance des visages est associée à des lésions dans une région homologue à la partie postérieure du sillon temporal supérieur où ont été identifiés chez le singe des neurones activés par la présentation d’un visage). On pourrait multiplier les exemples dans le domaine des troubles du langage, de la lecture ou de l’écriture.
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FIG. 2. — Représentation schématique de la destination et de l’origine laminaire des connexions afférentes et efférentes d’une colonne corticale. Les neurones pyramidaux originaires des principales voies de sorties de la colonne sont ici seuls représentés avec leurs projections dans les diverses structures corticales ou sous-corticales (striatum, thalamus, tronc cérébral et moelle). Les voies d’entrées sont essentiellement constituées par les informations spécifiques issues du thalamus projetant sur les couches 4 et 6 et par les influences modulatrices qui contrôlent la colonne à partir de sa couche superficielle. Les relations intercolonnaires et interhémisphériques s’exerçant soit en feedback soit en feedforward par des voies associatives ou callosales. (Paillard, 1988).


 
 
Le mythe de la cellule pontificale (grand mother cell des Anglo-Saxons) qui, au sommet de la pyramide des chaînes linéaires de traitement, réaliserait le codage « symbolique » abstrait des diverses catégories d’objets ou d’événements, et qui serait par conséquent le lieu privilégié de la représentation mentale de cet objet, est de toute évidence inacceptable sous cette forme. Deux ordres de données viennent tempérer cette vue par trop simpliste. La première concerne l’idée qu’un seul neurone n’est jamais l’unique 
détenteur de la capacité d’identification et donc de représentation d’un objet mental singulier (bien que l’on trouve chez les invertébrés dont le système nerveux est beaucoup plus réduit, des neurones de commande unique dans leur fonction de mobilisation de programmes moteurs complexes). On admet généralement que ce type de description ou de représentation interne engage toute une population de neurones (un millier peut-être) aux réponses individuelles variables suivant les contextes et les circonstances mais qui s’exprime suivant des principes de décision majoritaire. Par exemple on a pu montrer que les détecteurs du cortex visuel, caractéristiques de l’orientation d’un stimulus sur la rétine, répondent aussi, bien que plus faiblement, à des stimulations dont l’orientation peut s’écarter notablement de celle qui provoque dans l’unité considérée une réponse maximum. L’activité d’ensemble de la population des neurones sensible à cette orientation définira un vecteur résultant caractéristique, cette fois, d’une orientation très précisément définie comme résultat d’un véritable « sondage d’opinion » de la population des neurones concernés. Des phénomènes du même genre ont été décrits dans les aires motrice et prémotrice pour caractériser la direction que prendra le mouvement commandé par le cortex moteur (Georgopoulos et al., 1984). L’existence, dans les chaînes de traitement du système nerveux, d’un tel traitement probabiliste de l’information inspire d’ailleurs certains modèles connexionnistes susceptibles de simulation sur ordinateur (Rumelhart et McClelland, 1986).
 
Une seconde donnée vient aussi tempérer notre inclination naturelle vers la recherche d’explications simplificatrices. Elle concerne l’idée, bien explicitée dans une revue récente de De Yoe et Van Essen (1988), d’un traitement des informations visuelles originaires de la rétine dans des canaux parallèles successivement divergents et convergents sur des cartes rétiniennes multiples (plus d’une vingtaine anatomiquement identifiées chez le singe) et interactives. Ce traitement complexe aboutit en fin de compte à la ségrégation des opérations d’identification et de localisation telle qu’inférée de l’expérimentation animale et de la clinique neuropsychologique. Cette analyse montre cependant que les mêmes évaluations perceptives, en bout de chaîne, peuvent résulter de « stratégies computationnelles » différentes empruntant, dans le réseau de distribution des informations d’origine rétinienne, des trajectoires variables suivant les contextes, les situations ou les 
attentes du sujet liés à ses expériences perceptives antérieures. Je voudrais souligner l’importance théorique d’un tel modèle dont la portée est probablement très générale. Si simple soit-elle en apparence, toute reconnaissance perceptive, comme toute activité motrice dirigée, résulte d’un traitement parallèle d’informations diverses d’origine plurimodalitaire dont les covariances ou les invariances se sont inscrites dans les structures de traitement sur lesquelles elles convergent au gré des rencontres que favorise la distribution largement divergente des informations unimodalitaires dans tout le sytème nerveux central. Ainsi, par exemple, De Yoe et Van Essen nous montreront que les attributs perceptifs (couleur, texture, relief, distance, direction d’un mouvement) à leur niveau le plus élevé de représentation abstraite résultent de la combinatoire variée d’informations d’un niveau d’abstraction inférieur (contraste, luminance, textons, déplacement, parallaxe, disparité temporelle). Ces représentations résultent elles-mêmes, à leur niveau de traitement, de la convergence d’informations sensorielles encore plus élémentaires (vitesse planaire, disparité spatiale, orientation des contours). Ces informations sensorielles dérivent d’un premier niveau de traitement résultant de la transduction du stimulus physique par les récepteurs rétiniens. Au niveau de la transduction on retrouvera essentiellement un codage direct de l’intensité lumineuse et de la composition spectrale du stimulus, mais aussi sa distribution spatiale (en coordonnées rétiniennes) et, bien entendu, ses caractéristiques temporelles (date et durée).
 
De la même manière, une thèse récente de Ohlmann (1988) sur la perception de la verticale montre que cette évaluation perceptive peut être basée sur des entrées sensorielles diversifiées : vestibulaires, proprioceptives, musculaires, cutanées, visuelles, et que, suivant les contextes expérimentaux, l’évaluation du sujet reposera préférentiellement sur une modalité ou une autre mais restera généralement plurimodalitaire. Le référentiel choisi peut, suivant le cas, être la verticale gravitaire, l’axe du corps, ou la verticale visuelle, soulignant l’existence de stratégies multiples et redondantes que possède l’organisme pour évaluer cette dimension physique fondamentale. Ces observations viennent conforter le modèle des processus vicariants de Maurice Reuchlin (1978) et leur rôle dans la production des différences individuelles. La classique typologie entre les sujets dépendants et indépendants du champ dissocie clairement, par exemple du point de vue des capacités 
d’évaluation de la verticale, ceux qui, dans leur expérience individuelle, ont renforcé la stratégie égocentrique valorisant les informations proprioceptives de ceux qui, au contraire, adoptent habituellement une stratégie visuelle allocentrique.
 
Il est temps maintenant de revenir au problème de la détection de covariance et de son support présumé dans les mécanismes élémentaires de stabilisation ou de modulation de pouvoirs de transmission synaptique. Comme nous l’avons souligné, il s’agit d’un des points chauds de la neurobiologie contemporaine qui, là encore, découvre progressivement l’existence au niveau cellulaire et membranaire d’une pluralité de stratégies susceptibles de conduire à des modifications durables ou réversibles des capacités de transmission. Sans entrer ici dans le détail des controverses actuelles, nous retiendrons seulement que l’hypothèse prévalente admet comme condition nécessaire à la production de ces modifications l’occurrence répétée d’une arrivée coïncidente sur le même neurone d’une configuration stable de signaux afférents. Cette condition nécessaire n’est cependant pas suffisante, elle exigerait en outre, au niveau postsynaptique, un état d’activation du neurone récepteur assurant la « permissivité » du phénomène et dont l’origine humorale serait suspectée.
 
Quoi qu’il en soit des mécanismes de cette opération de base, il nous faut souligner à la fois sa relative simplicité, l’universalité de sa présence dans toute l’organisation nerveuse et donc sa portée explicative générale (voir Phillips et al., 1984). Cette opération peut, en effet, suffire à rendre compte de l’étonnante capacité que possède le système nerveux à engrammer dans sa structure de connectivité les régularités, stabilités ou co-occurrences qui sont présentes dans le flux incessant des stimulations bombardant ses capteurs sensoriels et qui vont s’exprimer dans la distribution centrale de ces informations par des coïncidences d’activation synaptique des neurones sur lesquels elles convergent. Ces synapses s’en trouveront alors renforcées, stabilisées, transformant ce neurone particulier en un véritable dispositif de reconnaissance de forme : en l’occurrence la forme de la configuration des afférences simultanément coactivées.
 
On doit considérer que les filtres sélectifs que constituent finalement ces « extracteurs d’invariance » vont fonctionner avec des bandes passantes plus ou moins larges. Entre la stabilisation rigide d’une configuration étroite et la modulation changeante des 
« pondérations synaptiques », toutes les situations intermédiaires seront observables. Au sein d’une population de neurones, la règle de décision majoritaire que nous évoquions précédemment permet d’ailleurs de surmonter les fluctuations d’opinion individuelle. Ces mécanismes représenteraient donc une des propriétés primitives fondamentales des réseaux nerveux qui confèrent aux systèmes vivants leur incomparable qualité d’instrument d’adaptation aux contraintes de l’environnement.
 
On ne s’étonnera pas du succès que rencontrent actuellement en intelligence artificielle les modèles de réseaux connexionnistes basés essentiellement sur un principe d’ajustement des « poids synaptiques » aux différents nœuds du réseau, réseau qui évolue spontanément vers des configurations d’équilibre interne sans programmation initiale ni instruction préalable, par la seule vertu des propriétés auto-organisatrices et auto-adaptatives que lui confèrent ses règles d’ajustement des poids synaptiques. C’est ainsi que de tels réseaux apprendront d’eux-mêmes à reconnaître des sons du langage ou à réaliser les configurations de commandes finalisées d’un bras articulé (Sejnowski et Rosenberg, 1987). Autrement dit, la spécification du but à atteindre, exprimée sous forme d’une contrainte imposée au réseau, suffit à lui imposer l’auto-exploration des changements d’état successifs de ses connexions qui le conduit à la solution du problème posé.
 
On conçoit l’enthousiasme des acteurs de ce nouveau champ de prospection que constitue la neuromimétique. L’énorme distance qui sépare encore la simplicité du neuromime des automaticiens et l’extrême complexité du neurone des biologistes (Paillard, 1987c) devrait toutefois tempérer cet enthousiasme. Concevoir que le principe du fonctionnement des réseaux connexionnistes puisse suffire à expliquer le passage direct de l’activité du neurone à la performance comportementale ou mentale est évidemment prématuré. Les groupements modulaires observés dans le système nerveux central constituent des structures intermédiaires dont le rôle fonctionnel est à prendre en compte. L’organisation interne des colonnes du cortex cérébral dont l’architecture se précise peu à peu n’a que peu de chose à voir avec la répétitivité quasi cristalline des réseaux neuro-mimétiques. De ce fait, on suivra avec intérêt les efforts des modélisateurs des architectures fonctionnelles du cerveau qui s’efforcent de prendre en compte la réalité des sous-ensembles colonnaires de neurones (Burnod, 1988) dont les propriétés d’unité 
systémique autonome restent encore à préciser et qui pourraient bien constituer, au-dessus de l’unité systémique cellulaire, un nouveau palier d’organisation structuro-fonctionnelle du système nerveux (Phillips et al., 1984). A poursuivre la même démarche, on rencontrera inévitablement le problème des interactions entre colonnes au sein de nouveaux ensembles, non plus seulement polyneuronales mais multicolonnaires cette fois, débouchant ainsi sur la cartographie des grandes aires fonctionnelles classiquement reconnues dans la géographie du cerveau.
 
Dès lors, et si l’on reprend le concept d’architecture fonctionnelle évoqué au début de cette présentation, redevient primordiale la prise en considération des paliers d’organisation du système nerveux avec la description des architectures propres à chacun de ces paliers. Les architectures intracellulaires conditionnent les opérations fonctionnelles du niveau neuronal et les architectures polyneuronales celles qui relèvent des assemblées cellulaires regroupées en unités fonctionnelles plus larges. De l’association de ces nouvelles unités résulte la constitution des grandes aires de l’architecture cérébrale, caractérisées par leur contribution à l’exécution d’opérations comportementales élémentaires identifiables. Mais c’est finalement au niveau des interactions entre les diverses aires fonctionnelles de la géographie cérébrale qu’il nous faudra situer le niveau architectural susceptible de fournir l’interprétation des activités mentales ou comportementales qu’étudie le psychologue. Il est désormais reconnu que si les fonctions identifiables à l’un quelconque de ces niveaux sont nécessaires au fonctionnement de l’organisation de niveau supérieur, elles ne peuvent être suffisantes pour expliquer les fonctions qui émergent des architectures spécifiques à l’organisation de ce niveau. Ainsi, les fonctions synaptiques élémentaires explicitées au niveau de leurs mécanismes moléculaires ne peuvent suffire à rendre compte du jeu interactif des populations de synapses qui convergent sur les membranes d’un neurone dont la sortie fonctionnelle dépendra à la fois de la morphologie des neurones, de la distribution de la population synaptique sur ses membranes et de la configuration spatio-temporelle des activités qu’elles génèrent. C’est, de la même manière, la population de neurones dans sa diversité individuelle et l’architecture du réseau de connectivité qui les associent qui deviennent primordiales à 
prendre en considération au niveau du groupement fonctionnel de neurones. C’est finalement l’interactivité de tels groupements au sein des aires fonctionnelles du cerveau et la dynamique qui régit leur activité coopérative qui conditionnent l’émergence à ce niveau des productions mentales et comportementales qui intéressent la psychologie.
 
C’est donc bien dans ce paysage transformé que doit désormais se situer le dialogue psychologie et neurosciences. A ce sujet, et à titre d’illustration, une dernière remarque s’impose peut-être s’agissant des débats qui agitent actuellement encore la psychologie du développement (voir à ce sujet Mounoud, 1987). Les données que nous avons rapportées ici nous semblent peu compatibles avec l’idée d’une simple sélection de capacités fonctionnelles préexistantes dans un répertoire initial immensément riche comme semblent le supposer les partisans d’un retour à certaines conceptions innéistes (Mehler, 1974). Elles s’accordent davantage, me semble-t-il, avec la notion d’une structuration épigénétique progressive d’un réseau qui, au départ, offrirait une variété profuse de voies d’accès préorganisées. Edelman (1987) suggère l’existence d’un répertoire initial à code dit « dégénéré ». La notion de dégénérescence suppose ici une perméabilité large des filtres préétablis qui ouvrirait l’accès des structures de traitement ultérieur à des classes de stimulation présentant certains points communs. De ce premier tri résulterait un processus de structuration qui, sous la pression de facteurs exogènes (les covariances évoquées antérieurement), conduirait à la construction d’un second répertoire adapté à la demande de cohérence et d’efficacité fonctionnelle du système de traitement considéré. Le rôle et l’importance que l’on voudra bien accorder dans un tel débat soit à la préstructuration des éléments initiaux, soit aux processus organisationnels qui en assurent ultérieurement la combinatoire feront pencher les protagonistes soit vers une théorie innéiste, soit vers une interprétation constructiviste des mêmes phénomènes, sans que l’issue d’un tel débat d’idées apparaisse déterminante pour nos progressions futures, tant il est évident que ces deux composantes coexistent dans la machine où elles interviennent avec des prévalences variables suivant les territoires fonctionnels.
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